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_Abstract—This paper presents an empirical evidence of user question of whether the laboratory-collected emotiorenent
bias within a |ab0rat0ry-0r|ented evaluation of a Spoken Dlalog data used to train a System that is intended for use in a matura

System. Specifically, we addressed user bias in their satisfaction . - . .
judgements. We question the reliability of this data for modeling environment is reliable. In this paper, we attempt to adgres

user emotion, focusing orcontentment and frustration in a spoken this question by providing empirical evidences of user bias
dialog system. This bias is detected through machine learning  Specifically, our main contribution is to derive empirigall

experiments that were conducted on two datasets, users andp,seq conclusions on the relationship between satésfaction
annotators, which were then compared in order to assess the

reliability of these datasets. The target used was the satisfaction ratings derived in a laboratory-led evaluation and their infer-
rating and the predictors were conversational/dialog features. ences of userdrustration and contentmentThus we address
Our results indicated that standard classifiers were significantly the questions in relation to:

more successful in discriminating frustration and contentment . . L

and the intensities of these emotions (reflected by user satisfémn 1) thereliability of satisfaction judgment data when model-
ratings) from annotator data than from user data. Indirectly, t he ing these two emotions in a spoken dialog system, and,

results showed that conversational features are reliable prediotrs 2) using dialog as source of cues for affect detection (&t las
of the two abovementioned emotions. . .
for now, these two emotions), and hence the correlation
[. INTRODUCTION between dialog features and satisfaction rating.

As machines and people begin to weave the fabric of society
together, spoken conversational agents (SCA) are incrgigsi
being developed to expedite tasks that were previouslyechrr Within spoken dialog systems, while there are considerable
out using other modalities that were less seamless or emtjuirmount of studies that address agent believability andusso
explicit communication [[29], especially within a domesti@ffective states that accompany other environments, &djyec
environment. learning [e.g.,. 17/ 18, 31, 33], games/entertainment ,[e.g.

Automatic affect detection of users during real-time canve29,[37] and call centers/ information-services [e.gl, (24, 2
sation is the key challenge towards our greater aim of infusivery few aim at identifying emotions that influence interacs
affect into a natural-language mixed-initiative HiFi-¢ari within a domesticenvironment. Studies in a closer domain
spoken dialog agent (henceforth ‘HiFi agent’). The voicdyo such as those of Human-Robot Interaction for intelligent
HiFi agent was previously developed by GTH (details.in [15]homes are typically concerned with the design space of

It is strongly acknowledged that the artificiallity of a lab-service-robots towards improving their believability adhgh
oratory environment poses a huge challenge when collectilifg-like essences such as appearance (e.g., anthropbisiarp
unmasked emotional data [27]. Real-world usage is very-difind some other physical acts (e.g., headpose, gaze, motor
cult to simulate in a laboratory setting due to lack of cotuak skills), accounting for intimacy and engagement with theoto
information (e.g., users are given certain objectives @sioins in order to increase people’s acceptance of the former as
to fulfill when interacting with an SCA, representation otompanions |8, 34]. However, the idea of demonstratingadoci
actual physical environment etc.). Evaluators tend to attap intelligence of a domestic agent in such a way that it would be
the less natural setting, adjust their tolerance levelsmaask regarded as a companion, can be quite far-fetched, comsider
their feelings or opinions of the system that is being evalda the scope and the technical facet of the application (that ma
Thus data is usually collected using a sample of users tkat e a speech-only application) and the relevant affectiatest
less representative. Evaluating an SCA by providing thesus¢argeted for adaptation [17] that may be rather limited. SThu
with their own tasks and goals that are fitted to the evalaatiin striving to be natural and adaptive towards the user,ethes
scopes and objectives also, in actual use context, coutghrevsystems are not expected to be a human clone - as in to
problems that were previously not detected during laboyatgpossess human social qualities to the utmost degree [12],
evaluation. Though user biases in laboratory evaluatioas &ut suffice when we get it to “evoke humanness in us”,
known phenomena, they have not been empirically tested,aatCassell [6] puts it. Thus, a plausible and feasible goalavo
least not in the area of Affective Computing. This raises thee to have a dialog system that is expressive enolgh [12]

II. CONTEXT OF APPLICATION



that the human interlocutor respond to it by applying nativeuring user-HiFi agent interaction. Typical emotions inead
speaker intuition. Though some users tend to treat machimesre contentment, frustration, confusion and boredomsé&he
similar to humans|[30], they may not mind some ‘hiccupgmotions are within the same family of some of the ba-
in the interaction as long as there is no major breakdown @ic emotions proposed by Ekman and Friesen [13] namely
communication, as asserted by Edlund etlal. [12]. happiness, anger, surprise and sadness respectivelynbut i
finer and less intense nuances. One other emotion of interest
was self-frustration, in which users displayed discomtesntt
towards themselves for erroneously addressing the sy$tem.
also added neutral to represent situations where there was

Real time automatic detection of emotion is vital for anyio particular emotion of the aforementioned type present.
affect-sensitive system. Ussatisfactionjudgment could indi- This paper would however focus on discriminating affect
cate contentment or frustration [2, 10, 23] and the relatigm between two classesontentmenandfrustration, two types of
of similar emotions and satisfaction judgment have beemotions that are known to be prevalent within spoken HCI.
empirically proven inl[19, 21] and also in our work, which Wil These two categories of affect represent positive and ivegat
be further described. Although user satisfaction has beed uuser emotional state and their varying intensities (eigthe
as a classic measure of user opinions of computer systems gnd of an interaction, a particular user might have feltrinedy
cluding SCAs, studies concerning affective SCAs do nott tregontent with the system when the user gave a score of 5 or
the user'opinionas a reflection of his or haffect A different ‘excellent’ (on a 5-point scale), and rather frustrated mhe
approach is usually adopted to investigate user emotioiile whor she gave a score of 3. This depends on the model that was
interacting with a SCA, commonly involving manual labelinghosen for modeling the two emotions- different models have
task; independent judges listening to the users’ uttesanod different groupings of scores, elaborated later in Se#&l
then labeling them with several emotion categories on & turl score of 3, for example, may either represent a low-intgnsi
to-turn basis. Human listeners do not usually achieve hiditustration (category Three version 2) or slight contemtne
agreements on these emotion classifications![3, 5], evem wi{eategory Three version 1)
using trained judges [9]. Cowie et al.l [7] pointed out that
challenges in using emotion labels are not only limited to
ensuring that the labels are correct, but also that thesratér User and annotator studies
agreeon those labels. It has also been reported that perceivedo model affect by predicting user satisfaction, we used
and actual states can be rather divergent [35]. the audio-visual HiFi-AV2 corpus [see |16], collected dgrin

To model satisfaction we used satisfaction rating as tlaeuser study which consists of audiovisually recorded infor-
target ancconversational featuress predictors, obtained frommation of real interactions between user and non-adaptive
a corpus collected in a past evaluation [14]. The userswaebl version of HiFi agent (thus the emotions conveyed during
in the evaluation did not have previous experience in intehese interactions wereon-acted. In this study, each user
acting with the HiFi agent, and their participation were ndhteracted with the HiFi agent hands on in 10 sessions (N=190
rewarded. What makes our approach different from othersiigeraction sessions) which were guided by pre-definedchasi
that we used target and predictor variables whose potentialvanced and free scenarios. In basic set of scenarios, the
are often ignored to model affect. While many studies focusers were strictly guided and only had to address a single
on numerous channels for affect detection, very few havask - e.g.“You should try to stop the CD from playing”. In
explored dialog as a potential source [9]. User affect coutde advanced set users were less guided, and given a more
be mined from dialog or conversational elements, which acemplex combinations of tasks - e.g.“You should attempt to
always cheaper and are usually obtained with little or rmlay a track from the CD at a higher volume”, and in the free
computational overhead. By looking for emotional inforiroat set users were not constrained, given no restriction bue wer
beyond the mainstream visual (facial, gesture, posturéyan told that the tasks should focus on the three main devices
cal elements (acoustical or prosodical), such as thosaa&tt contained within the HiFi system - the CD player, tape player
from conversational elements, one could combine these teoradio channel. At the end of each interaction, they rated t
elements into a single decision framework to infer a moidiFi agent by providing a score between 1-5 Likert point (1
meaningful social phenomenon. Often many socially relatéeing very poor to 5, excellent). It should be noted that this
traits, such as age, culture and personality are detedtalnie study was conducted with the intention of only measuring the
the way a speaker interacts, and are not directly picked apent’s performance, without forseeing the integratiommf
from the words that are spoken [20]. social intelligence (e.g.,emotions).

Later, we used a reduced version of the same corpus to
obtain satisfaction and affect-labelled data from sevierdé-
pendentnnotators(this paper focuses only on the satisfaction

Based on the observations of the interactions in the videlabelled data, however). The corpus was reduced by randomly
from past evaluations of the spoken dialog HiFi agent, wselecting interaction samples from 10 users (N=100 sesions
were able to identify a set of emotions that frequently oeir In this study, the annotators were asked to aer emotion

[1l. AFFECT DETECTION USING SATISFACTION RATINGS
(TARGET) AND CONVERSATIONAL FEATURES
(PREDICTORY

V. AUTOMATIC DETECTION OF AFFECT

IV. AFFECTIVE STATES ACCOMPANYING INTERACTIONS
WITH DOMESTIC SPOKEN DIALOG AGENTS



TABLE |

They also had to rate the agent by giving a satisfactiongatin CONVERSATIONAL FEATURES

similar to the users - the annotators were given a set of full
recordings (from the start until the end of an interactiondl a Features Description
they were free to label as many defined emotions (as stated

in Section[¥) detected throughout the whole interactian, | T4 Taken chumber of turns needed to complete a
is important to note that the annotators were asked to rat€ontextual Turns Number of turns taken where contex-
the agent based on the perspective of tiser and were gia'lzggorsrnggg;‘s?ﬁrd“”g strategies are
naive on real-users ratings - in other words the annotatatrs p PP Y
themselves in the users’ shoes and rated the system as how thxstem Requests ten’;‘ur'e“bfefsi’sf qullfgsnta'fﬁf”om;:gnt?; Sys-
users should have rated the system. Thus we could view both the usgr. 9
datasets as that of users’ actual ratings and targetedisgty ~ Executed Action Number of turns required to accom-
annotator). Ultimately, three satisfaction-labellecesats were plish a tmr)“cu'ar goal (execute a spe-
obtained: A full set of 190 interaction samples (UserFULL), yelp Request User inter.rupts the interaction to re-
the selected 10 users of 100 samples (UserSEL) and the same _ quest for some help. _ _
selected samples labelled by annotators (AnnotSEL). Cancellation Request User promptly quits current interaction
and starts a new one.
Silence Timeouts Timeout occurs after silent phase of a

B. Experiments given duration.

In order to obtain a model of user affect, we conductedRecognition Timeout ‘Timeout occurs when recognition
timer expires. E.g.: When user speaks

several experiments on data using oofynversational features lengthy sentence, and violates the time
(see Tablé]l) and conversational featuphss module-related _ limit. _
features (see Table[]l). In both types of experiments, we System Failures . S\/C;Téscvg&emnamssystem failed to re-
app"?‘_j standard cIaSS|f|c§F|0n te.Chmqu?S 'n_Wh|Ch SdaVer%epeat Speech Recognition User repeats an utterance and system
classifier schemes were utilized with the intention of compa captures newly recognized words in the
ing the performance of the vari lassification techrs __ Tepeated utterance.

g the performa Ce of t e a Ous. class cgto techrsque Repeat Speech Understanding  User repeats an utterance that has the
apart from determining which technique(s) yield the best pe same semantic content.

formance. The Waikato Environment and Knowledge AnalysisSpeech Recognition Rejection ~ Occurs when words in an utterance ob-
tain lower confidence score than certain

(WEKA) [86] was used for these purposes. One or more threshold.

classification algorithms were chosen from different cat®$  Non-Language Understanding _

including rule-based classifiers (ZeroR as the baselin®o®t  Rejection aonggugsbt\gr:\egtgsvg?r::%erﬁrs;gcgnslég%

chan(_:_e, a_nd OneR), functio_ns (SimpIeLogistic, SMO), meta than a certain threshold, albeit good

classification schemes (Multischeme, MultiBoost, AdaBpos _ overall recognition score.

and trees (J48). A 10-fold cross validation technique waslus ©ut-of-domain words _occurs when words uttered are mean-

el ingless in view of dialog goal (i.e., the

for the classification task. system is not able to determine any
1) Clustering: All satisfaction-labelled datasets were first ‘é"r?rgcttigit) influences the execution of

resampled in order to obtain a better distribution; samwiéls ;5109 Time Time required (in seconds) to complete

similar outcomes were grouped together, and this was regeat a dialog.

five times to satisfy all combinations of classification gevbs

as shown in Tabledll. This way we were also able to determine TABLE Il

. . L - . MODULE-BASED FEATURES
which clusters obtained optimized classifications.

VI. RESULTS AND DISCUSSIONS Features Description
A. Classification evaluated on UserFULL dataset Recognition Num. of words per scenario, average
The results from the experiment with the UserFULL dataset \?vlé%somnc;rdosf gggtsé%rét:':)%erv S‘Vé’egggg
revealed_ no statistically significant re_zsult - at best, oﬁly_ % good sentence, average confidence
percent improvement from the baseline to OneR, revealing of sentence per scenario, num. of good
that the satisfaction score could not be predicted from the scenario (based on recognition).

dialog features. This begs the question of whether the users Understanding  Num. of concepts per Scﬁnario'gverage
were rating the system randomly or were just being positivel gggfsep;?,eﬁgéesigﬁg:ﬁCe/o O?Oc%nc(;%r:;
biased. Upon closer inspection of the data, we found that per scenario, num. of good scenarios

there were too few cases for point 1 (very poor) and point (based on concepts).

2 (poor) categories, and majority cases turn out to have 4 Dialog Manager Complexity of interaction per sce-

. ; " - . nario (complexity = num.of goals/num.
(good) or 5 (excellent) points. This ceiling effect in refiog of exécute% goés), % of ?ncomplete

the satisfaction score suggested that users might have been goals, % completed goals.
acquiescent when assessing the HiFi agent. In the lighti®f th  Dialog Act Greeting, Request, Imperative, Of-
discovery, we studied the correlation between the satisfac fense, Pardon, Grateful, Farewell, Cor-

L. . rection, Consultation, Confirmation.
score and theactual recognition accuragyto confirm that



TABLE Il 000
DATASETS RECLUSTERED ACCORDING TO SIMILARITY OF SCORE

Speaker
POINTS INTO ALL POSSIBLE COMBINATIONS OF CLASSES

Type

‘d_)
[
]
a 20091 Huser
Category Label 5 M aanot
=
very poor poor satisfactory good excellent § 1000l
5-Five (original class) 1 2 3 4 5 g
4-Four - 1,2 3 4 5 3
3V1-Three (version 1) - 1,2 3 4,5 E
3V2-Three (version 2) - 1,2,3 - 4 5 E é = %
2V1-Two (version 1) - 1,2,3 - 45 - 8
2V2-Two (version 2) - 1,2 - 3,4,5 - E : :

-10.0 T T T T
2v1 2v2 3v1 3v2 4 5
Class Category

the scores were biased. Weak correlation between the users’ Fig. 1.
satisfaction score and the actual recognition accurasylb)

explained that users rated the system more favourably and

were less critical towards the agent. In converseatii®tators  Bonferonni post hoc pointed that the classifiers performed
depended on this criterion significantly=(36, p<.01) to do pest when discriminating two classes (2V1), in which points
the same. 1, 2 and 3 are collectively tagged @sor and point 4 and
asgood and was significantly higher than only category

Improvement accuracy in percentage by categories

B. Classification evaluated on UserSEL and AnnotS

datasets 2 (M q12v1=6.58, SD=9.7) - see Figuife_VIIB. However,
when point 3 was tagged agood in the other version of
TABLE IV the two-class problem (2V2), the result was contrary - the
- gs?;\fgmlosslig SSRS/;glNElgl&ASETIEA(:PEE\({JES“AAIETTISTFSA@ITION classifers’ performances were significantly worse tharrése
SCORE FROM CONVERSATIONAL FEATURES of the categories M .¢2v2=-.69, SD=1.63), suggesting that

point 3 is a better representation pbor rather thangood

Categor Classifiers .. . ?
gory In other words, when participants gave a satisfaction score
Base rate SiLog SMO Ord of point 3, they probably were indifferent with the system,
U AU AU AU A rather than mildly contented. Category 4 showed the next bes
5 380 360 - 493 - 446 - 513 ; — —
. 350 380 . 831l . s3al . w20 improvement rate N/ .,;4= 3.72,.S_D—.6.27.). -
avi 710 470| - 640/ - 611 - 625 Next, Table[\¥ shows cIas_S|f|cat|on improvements (in %
3vV2 380 530 - - | 50.7 - - - accuracy) over baserate using conversational features plu
2Vl 710 530|- 750 - 74.4 69.4 module-based featurdbat were listed in Tablelll. The table is
2V2 930 830] - - - - limited into showing the best classification improvements f
SiLog= Functions.SimpleLogistics, SMO= Functions.SMO, Ord=aJ@tdinal. category 2V1, since this category yielded the best stedilbyi
U= UserSEL, A= AnnoSEL. L L 4 . .
Results were truncated to display only theststatistically significant significant improvement for the first experiment presented i
classification improvements (akp05) Table m
TABLE V

Table[m Shows'classification improvements (m % accuracyglGNlFICANT IMPROVEMENTS IN CLASSIFICATION ACCURACIES
over baserate using onlgonversational featurefor datasets N DETECTING SATISFACTION SCORE FROM CONVERSATIONAE
labelled by both users (UserSEL) and annotators (AnnotSEL) MODULE-BASED FEATURES
As indicated in the table, at least three classifiers thaewer conv. +[..] Classifiers
evaluated on thennotatordata (AnnotSEL) showed signifi-

. . . Base rate SiLog SMO Ord
cant mprovement over the baserate in each category, wéth th U AlU AlU AlU A
exception to categories 2 and 3 (both V2). On the other hand;—Recog 710 530 - 744 - 753 T~ 710
the classifiers evaluated on the user data (UserSEL) mostly und 710 53.0|- 771/ - 787 | - 734
revealed worse results than baserate with exception of SMO, BX ;1-8 22-8 - gg-i - 755 - 22-2
wh_lch_ mproved significantly over baserate for category. 3v2 RecogrUnd+DM 7.0 530 - 745|786 735| - 683
This indicates that most classifiers were able to predict the 710 530| - 736/ - 744! - 807

satisfaction ju_dgment from dialOQ features basec_i on amta Conv.=Conversational features, Recog= Recognition, Und= Understanding,
data, suggesting that the annotators were more imparti@hwh DM= Dialog Manager, DA=Dialog Act.

. . e . . U= UserSEL, A= AnnoSEL.

JUdgmg the HIFI_ agent. An AnalySIS of Variance (ANOVA) Results were truncated to display only theststatistically significant

was performed in order to evaluate the performance of the classification improvements (akp05)

classifiers across categories. The ANOVA results indicated

that there was a significant main effect of the categoriesThe results in Tablé_V shows that the inclusion of the
(various groupings) on the improvement of classificatiocuac features extracted from the understanding module hastlgligh

racy over the baserat€&(5,40)=7.52, g..001, partialy?=.48. improved the recognition rate above and beyond conversatio



features, however not significant(2.1% for Simple Logssticsatisfaction from the latter were significantly predictatbut

and 4.3% for SMO). not from the former, suggesting that when not constrained
What is more interesting is that the results above confirméd a laboratory setting, users (in this cas@notator$ were

that the users have been undoubtedly biased or acquiescewre impartial. Thus, by comparing users’ and annotators’

Acquiescence bias holds that respondents to a questienndatasets, we were able to detect positive bias. In future

have a tendency to show agreeable behaviour or positerealuations (using the same types of scenarios), we woed us

connotations [28] out of politeness [30, 32] - due to theddelithe annotators’ data as a baseline for detecting user bias.

that the researcher has a positive judgment of his or her owrOur second contribution is to show empirically that conver-

product and differing with this judgment would be impolitesational features, a non-conventional source, could be: ase

to the researcher, or simply because it takes less effottsto jsingle source to model user affect reliably by predictintissa

favor the system regardless of its performance than céyefulaction ratings in HCI within a limited-task domestic domai

weighing each optional level of good and bad scores. It The conversational features were used as affect prediatats

noted that user bias is quite common especially in laboyatdhe satisfaction judgments were the target. For this task we

settings compared to the field environment users [11] who dsed an annotation method that is less sophisticated (such a

not have any ‘moral’ or imposed obligations to give positivéhe use of untrained judges to rate satisfaction insteadtofy

judgments. emotions) and smaller array of features for classificatimks.
Criticism of laboratory-led SCA evaluation also concernblevertheless, emotion classification improvements aekliev

the use of predefined scenarios, in which users were dergedshatistically significant results over baserate.

freedqm of selecting _the tasks_on their own as they would have VIIl. CURRENT AND FUTURE DIRECTIONS

done in a non-constricted environmelnt [4] and that theysstre . . e

on task-completior] [1]. These reasons might have caused the We have implemented the emotion classifier into the emo-

to ignore certain aspects of the interaction, such as easeF'SP model, and the latter is incorporated into the HiFi agen

interaction (or ‘comfort factor’, termed by [26]) and repor'" order to make it more social and affective during real-

a biased satisfaction rating. In our case this could be rifde interaction. We have also developed a suitable regpons

- the fact that users were actually requested to addres$% eration model according to the various intensities ef th
certain number of goals in a predefined scenario (a ‘missiofredicted user frustration and contentment. Future work in
Ives evaluating the HiFi agent. A series of cross evabnati

based’ situation) might have caused them to ignore the dasé’
interaction. When an individual is imposed by certain ciziterw'l be conducted between users and adaptable/non-adeptab

(e.g: “You should put on the HiFi system”) he or she tend\éerSionS of the agent to compare the findings. The evaluation
to focus only on meeting the criteria for ultimate succesg!so includes analyzing the impact of the abovementioned

regardless of the consequences. Thus users might Onlygggd(e_rgtlontr:nodel on user e>;)per|%nce,(;)_]tﬁt1ertrlan us?r,z:ﬁﬁect
concerned abowvhetherthey have achieved a particular goalmo ifying those responses based on different agent pdrsona

but not withhow it is being achieved. As long as their goalé'es' For example, a novice user may prefer a dominant agent

were met, users were satisfied, leading them to rate the'age at |sfmo.r|'e verltt)r:) ?ﬁ ' explt|C|t and d:crec'uve, Wtht.a qhet s ¢
overall performance highly. In contrast, annotators wese nmo:e_ amiiar wi | et_sys e(:jm ma31 3vourasu mtlssh_/e [syss ng
provided with any predefined scenarios, and therefore g &t 1S Mare apologetic and user-ied, as suggestedin [35,
: : . hus, the agent may need to respond differently flustrated
more impartial ratings. .
noviceuser than to drustrated experbne.
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