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Abstract: From its introduction in the last decade, affine arithmetic (AA) has shown beneficial properties to speed up the time of computation procedures in a wide variety of areas. In the determination of the optimum set of finite word-lengths of the digital signal processing systems, the use of AA has been recently suggested by several authors, but the existing procedures provide pessimistic results. The aim is to present a novel approach to compute the round-off noise (RON) using AA which is both faster and more accurate than the existing techniques and to justify that this type of computation is restricted to linear time-invariant systems. By a novel definition of AA-based models, this is the first methodology that performs interval-based computation of the RON. The provided comparative results show that the proposed technique is faster than the existing numerical ones with an observed speed-up ranging from 1.6 to 20.48, and that the application of discrete noise models leads to results up to five times more accurate than the traditional estimations.

1 Introduction

During the last few years, there has been an increased interest in the determination of the quantisation properties of digital signal processing (DSP) systems using automatic procedures. Among them, the round-off noise (RON) is the most important and most studied finite word-length (FWL) effect of the quantised realisations.

The RON computation procedures are divided into simulation-based, analytical and semi-analytical (or hybrid) ones. The simulation-based procedures are based on performing a very large number of Monte-Carlo simulations, and on computing the statistics of the differences between the quantised signals and their respective unquantised counterparts. They are completely general, but they typically require exceedingly long computation times. In addition, the computed results cannot be reused to compute the FWLs that minimise the RON of the quantised realisation.

The analytical procedures generate an equivalent linear model of the quantised realisation by introducing one uniformly distributed additive white noise (AWN) source per quantiser of the realisation, and propagate the mean and variance of the noise sources through all the signals of the system under study. In most cases, the expressions of the output RON are derived by hand. This approach is well-suited to optimise the specifications of the quantisation operations, but has two major drawbacks. (i) It needs to compute the analytical expressions of the noise gain from each noise source to the output signal, which is a long, tedious and error-prone task; and (ii) as detailed in , the quantised signals must comply with certain assumptions to guarantee the validity of the results. However, in , the authors have suggested an analytical method that automatically computes the expression of the transfer function from each noise source to the output signal, thus performing the required computations in very short time.

The semi-analytical procedures also model the quantisers using AWN sources. However, unlike the analytical case, they perform a reduced number of simulations to compute the parameters of the output...
noise. This group of techniques provides the fastest results, but the involved analytical expressions are easily applicable only to linear time-invariant (LTI) systems.

Recent research papers have introduced the application of intervals to perform faster computation of the quantisation effects. They perform the computations using affine arithmetic (AA) since it provides tighter bounds of the results than interval arithmetic (IA).

However, the published AA-based procedures introduce an exceedingly large number of noise contributions or they are applied to nonlinear systems. In both cases, the inclusion of noise symbols more than the ones merely required generates oversized intervals, which cannot be used to accurately compute the statistics of the RON.

The major goal of this paper is to present a new method that performs fast and accurate computation of the RON of LTI systems using AA. This method is based on a semi-analytical interval-based approach. It is the first time that intervals have been used to compute the parameters of the RON, as opposed to computing RON bounds or tails of probability density functions (PDFs), but it will be shown that it provides the fastest results in this type of systems. The second objective of this paper is to justify that the computation of the RON with AA is restricted to LTI systems, since the application of AA to nonlinear systems provides overly pessimistic results. Some additional features of this paper include:

- A new methodology to represent statistical parameters of the noise sources using AA. This methodology has also been extended to model the statistics of more complex signals, such as non-uniform noise models, with AA.

- The introduction of new analytical expressions to accurately characterise the statistical parameters of the rounding noise of previously quantised signals.

- The only reported procedure to compute the RON of LTI systems using AA.

In what follows, Section 2 discusses the related work on the automatic procedures to evaluate the RON. Section 3 introduces the basic concepts of AA. Section 4 explains the proposed AA-based RON computation procedure, laying special emphasis on the generation and propagation of the statistics of noise signals. Section 5 shows the application of the proposed procedure, using two different LTI realisations to detail its correct application. Section 6 compares the accuracy and the speed of the automatic RON evaluation procedures by means of a representative set of examples. Finally, Section 7 presents the conclusions of this work.

2 Related work

Although the analytical evaluation of FWL effects has been studied for a long time, in the last decade a number of research papers have suggested different automatic procedures to speed up the evaluation of the RON. In general, these procedures follow a semi-analytical approach, in which: (i) a set of parameterised analytical expressions is developed; and (ii) the values of these parameters are computed using a reduced number of simulations. Hence, the analytical expressions provide the types of required parameters, which depend on the specific procedure, and the simulations provide the values of such elements, which depend on the realisation under study.

According to the expressions used to evaluate the RON, the semi-analytical techniques can be further divided into two groups: (a) techniques that compute the values of the gain factors by means of simulations and (b) techniques that develop series expansions of a given order around the unquantised result.

In the first group, the RON is computed by applying the traditional expressions to evaluate it, but the noise gains associated with the noise sources are computed by performing one simulation per quantiser of the realisation. This procedure is very fast and has the advantage of being supported by an extensive theoretical background [7-10]. However, since it makes use of the properties of the LTI systems to minimise the number of simulations, it is difficult to extend its application to nonlinear systems.

In the second group, the most widely used series expansion technique is the Taylor series approximation. This approach has been suggested to perform FWL analysis in , where it has been assumed that the perturbations introduced by the quantisation operations only generate slight deviations of the functionality of the system under study. Several authors have applied first-order approximations of the quantised system using the sensitivity of the output function with respect to the quantisation operations linearisation of the nonlinear operators or second-order approximations. Also, the Karhunen-Loève expansions have recently been suggested to perform a closely related task. In this group of techniques, the authors develop the supporting analytical expressions, but in some cases they recommend performing simpler procedures based on Monte-Carlo simulations to obtain the coefficients of the series expansions. These algorithms are theoretically complicated, and significantly slower than the other group techniques, but have been successfully applied to characterise complex nonlinear systems.

The authors have also proposed an automatic procedure that provides analytical expressions of the transfer functions from the noise sources to the output.
signal. This procedure is based on applying different transformations that successively simplify the graph of the system being evaluated until there is only one element left, whose weight corresponds to the expression of the required transfer function.

In the recent years, several interval-based procedures have been suggested to accelerate the computation of the RON. Among others, multi-IA was one of the approaches originally proposed to estimate the bounds of the quantisation noise. This methodology is more accurate than the traditional IA. However, it suffers from the same type of overestimation problems, which become particularly important in systems with feedback loops.

The most recent interval-based RON evaluation approaches are based on AA. According to their major focus, they are divided into two different groups: (i) they compute the bounds of the behaviour of the quantised system, which leads to pessimistic FWLs or (ii) indicate approaches to estimate the tails of the PDF. However, none of these approaches compute the statistical parameters of the RON, which is the most commonly used FWL determination procedure.

In [15], the authors propose to apply the central limit theorem to estimate the PDF of the output RON, but they introduce one noise source after each arithmetic operation, whose statistical parameters only depend on the quantiser associated with it. However, in some cases (such as sequences of adders of identical FWLs), the intermediate operators do not introduce RON, or it is not accurately described by the traditional noise model. The procedure described introduces additional and larger noise terms than those merely required. Thus, the computed parameters of the PDF are overestimated. In this sense, the application of the discrete noise model (DNM) presented later in this paper significantly improves the accuracy of the computations.

The authors indicate that the noise terms of the affine forms are independent among them, and that each one represents the contribution of the source associated with it. However, they apply this procedure to nonlinear systems. A fundamental statement of AA indicates that only the affine operations (addition, subtraction and constant multiplication) are computed exactly, and that it needs to include new noise terms to contain all the possible values of the non-affine operations. This fact implies that the computation of the RON of nonlinear systems (such as polynomials of orders greater than one): (i) leads to an explosion in the number of error symbols, which significantly reduces the speed of the computations and (ii) alters the statistical information associated with the noise terms, generating inaccurate results.

The authors use AA to optimise the target system, guaranteeing at the same time that the new system has identical outputs to the reference one. This procedure yields correct results since the bounds provided by AA always contain all the possible values of the results. However, from a practical point of view, the provided bounds are pessimistic. Instead, it is more realistic to optimise the DSP systems (and particularly the LTI systems) by considering the second-order statistics of the output signals, such as the variance of the output RON.

3 Affine arithmetic

AA [27] is an extension of the traditional IA [28]. In each operation, AA keeps track of the source and signed amplitude of all the uncertainties that affect each variable. Given affine form \( \hat{x} \), its mathematical expression is as follows

\[
\hat{x} = x_0 + \sum_{i=1}^{n} x_i \varepsilon_i, \quad -1 \leq \varepsilon_i \leq 1
\]  

where \( x_0 \) is the central value, \( n \) the number of noise terms and \( x_i \) and \( \varepsilon_i \) the identifier and amplitude of the \( i \)th noise term, respectively. In (1), each identifier represents an independent uncertainty contained in the interval \([-1, 1]\). For example, if the input signal is bounded by \([-0.5, 0.5]\), and there is no other information about previous dependencies, its associated affine form is

\[
\hat{x} = 0 + 0.5 \varepsilon_1
\]  

provided that \( \varepsilon_1 \) has not been previously used.

Given the affine forms \( \hat{a} \) and \( \hat{b} \) and constant number \( c \), the description of the basic AA operations is listed in Table 1

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addition</td>
<td>( \hat{x} = \hat{a} + \hat{b} )</td>
</tr>
<tr>
<td>Subtraction</td>
<td>( \hat{x} = \hat{a} - \hat{b} )</td>
</tr>
<tr>
<td>Constant</td>
<td>( \hat{x} = \hat{a} + c )</td>
</tr>
<tr>
<td>Constant</td>
<td>( \hat{x} = \hat{a} - c )</td>
</tr>
</tbody>
</table>

Counter \( n_{\text{max}} \) represents the value of the largest identifier used by the previous affine forms. In the description of the AA operations shown in Table 1, it is considered that the computations are performed using infinite precision, and hence the effects introduced by the FWL of the machine are considered negligible. Under this assumption, one of the most important features of AA is that the so-called affine operations (addition, subtraction, etc.) do not introduce RON, or it is not accurately described by the traditional noise model.
### Table 1 Description of the basic AA operation rules, assuming infinite precision in the computations performed by the machine

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description of the operation rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>addition</td>
<td>( \hat{a} + \hat{b} = (a_0 + b_0) + \max(n_a, n_b) \sum_{i=1}^{\eta_a} (a_i + b_i) \epsilon_i )</td>
</tr>
<tr>
<td>subtraction</td>
<td>( \hat{a} - \hat{b} = (a_0 - b_0) + \max(n_a, n_b) \sum_{i=1}^{\eta_a} (a_i - b_i) \epsilon_i )</td>
</tr>
<tr>
<td>constant multiplication</td>
<td>( c \hat{a} = (c a_0) + \sum_{i=1}^{\eta_a} (c a_i) \epsilon_i )</td>
</tr>
<tr>
<td>non-linear multiplication</td>
<td>( \hat{a} \hat{b} = (a_0 b_0) + \max(n_a, n_b) \sum_{i=1}^{\eta_a} (a_i b_i + a_i b_0) \epsilon_i + \sum_{i=1}^{\eta_a}</td>
</tr>
<tr>
<td>truncation</td>
<td>( Q^T_1(\hat{a}) = (a_0 - 2^{-j_1-1}) + \left( \sum_{i=1}^{\eta_a} a_i \epsilon_i \right) + 2^{-j_1-1} \epsilon_{\eta_{\max} + 1} )</td>
</tr>
<tr>
<td>rounding</td>
<td>( Q^R_1(\hat{a}) = a_0 + \left( \sum_{i=1}^{\eta_a} a_i \epsilon_i \right) + 2^{-j_1-1} \epsilon_{\eta_{\max} + 1} )</td>
</tr>
</tbody>
</table>

Table 1 shows the basic AA operation rules, assuming infinite precision in the computations performed by the machine. The operations are computed exactly, whereas the non-affine operations (i.e., nonlinear operations such as signal multiplication) need to include additional noise terms to contain all the possible values of the results. The quantisation operations (truncation and rounding) are also nonlinear operations. However, it must also be noted that when they are substituted by AWN sources, the quantised descriptions are transformed into linear sequences of operations.

The main advantage of AA is that it alleviates the so-called dependency problem of IA. Consider two input intervals \( x = [-1, 1] \) and \( y = [-1, 1] \) that have the relationship \( y = -x \). Using IA, the addition of the two intervals yields \( z = x + y = [-1, 1] + [-1, 1] = [-2, 2] \), whereas in reality \( z = x + y = 0 \). This simple experiment shows that since IA only manages the bounds of the operands, it is not capable of identifying the cancellations of the sequences of operations.

The computation of these operations using AA is as follows

\[
\begin{align*}
\hat{x} &= x_1, \\
\hat{y} &= -\hat{x} = -x_1, \\
\hat{z} &= \hat{x} + \hat{y} = x_1 + (-x_1) = 0
\end{align*}
\]

This result shows that, because of the operation of the noise terms, AA is capable of automatically detecting and cancelling the linear dependencies of the sequences of operations in an efficient manner.

### 3.1 Example of application

This section describes an example of the application of AA. Let us consider the standard red, green and blue (RGB) to luma and red and blue chroma (YCrCb) converter shown in Fig. 1, whose sequence of operations is given in Table 2. In it, it is shown how different sets of RGB values are converted by the LTI system. Without loss of generality, in this example, it is considered that the input values are contained in the range \([64, 128]\) in the three signals, and that the computations are performed using infinite precision.

Assuming that the RGB values are independent of each other, the affine forms that represent the signal ranges per uncertainty source, that is

\[
\begin{align*}
\hat{R} &= 96 + 32 \epsilon_1, \\
\hat{G} &= 96 + 32 \epsilon_2, \\
\hat{B} &= 96 + 32 \epsilon_3
\end{align*}
\]

By applying the operation rules described in Table 1, the affine form that represents the values of \( t_1 \) is

\[
\begin{align*}
t_1 &= 0.2220, \\
\hat{R} &= 0.2220 (96 + 32 \epsilon_1) = 21.3120 + 7.1040 \epsilon_1
\end{align*}
\]

and the interval that specifies the allowable range of this

![Figure 1 Detailed description of the standard ITU RGB to YCrCb converter](image)
Table 2 Description of the computations and signal ranges provided by AA

<table>
<thead>
<tr>
<th>Operations</th>
<th>Description of the AA-based computations</th>
<th>Signal ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1 = 0.2220 R$</td>
<td>$\hat{t}_1 = 0.2220 (96 + 32 \varepsilon_1) = 21.3120 + 7.1040 \varepsilon_1$</td>
<td>[14.2080, 28.4160]</td>
</tr>
<tr>
<td>$t_2 = 0.7067 G$</td>
<td>$\hat{t}_2 = 0.7067 (96 + 32 \varepsilon_1) = 67.8432 + 22.6144 \varepsilon_2$</td>
<td>[45.2288, 90.4576]</td>
</tr>
<tr>
<td>$t_3 = 0.0713 B$</td>
<td>$\hat{t}_3 = 0.0713 (96 + 32 \varepsilon_3) = 6.8448 + 2.2816 \varepsilon_3$</td>
<td>[4.5632, 9.1264]</td>
</tr>
<tr>
<td>$t_4 = t_2 + t_3$</td>
<td>$\hat{t}_4 = (67.8432 + 22.6144 \varepsilon_2) + (6.8448 + 2.2816 \varepsilon_3)$</td>
<td>[49.7920, 99.5840]</td>
</tr>
<tr>
<td>$t_5 = t_1 + t_4$</td>
<td>$\hat{Y} = (21.3120 + 7.1040 \varepsilon_1) + (74.6880 + 22.6144 \varepsilon_2 + 2.2816 \varepsilon_3)$</td>
<td>[64, 128]</td>
</tr>
<tr>
<td>$t_6 = t_5 - R$</td>
<td>$\hat{t}_6 = \frac{(96 + 7.1040 \varepsilon_1)}{2} - \frac{22.6144 \varepsilon_2 + 2.2816 \varepsilon_3}{2}$</td>
<td>[-128, -64]</td>
</tr>
<tr>
<td>$t_7 = t_6 + B$</td>
<td>$\hat{t}_7 = \frac{(96 - 7.1040 \varepsilon_1)}{2} - \frac{22.6144 \varepsilon_2 + 2.2816 \varepsilon_3}{2}$</td>
<td>[-32.0000, 32.0000]</td>
</tr>
<tr>
<td>$C_r = 0.6427 t_6$</td>
<td>$\hat{C}_r = 0.6427 \cdot \frac{(24.8960 \varepsilon_1 - 22.6144 \varepsilon_2 - 2.2816 \varepsilon_3)}{2}$</td>
<td>[-32.0000, 32.0000]</td>
</tr>
<tr>
<td>$t_7 = -Y$</td>
<td>$\hat{C}_b = 0.5384 \cdot \frac{(96 - 7.1040 \varepsilon_1)}{2} - \frac{22.6144 \varepsilon_2 + 29.7184 \varepsilon_3}{2}$</td>
<td>[-32.0000, 32.0000]</td>
</tr>
</tbody>
</table>

affine form is

$$ t_1 = t_{1,0} + \sum_{i=1}^{n} t_{1,i} = 21.3127 \pm 7.1040 $$

$$ = [14.2080, 28.4160] $$

By repeating the same procedure with the rest of the signals of the sequence, the results of the application of AA are given in Table 2, and the ranges associated with the computed affine forms are given in Table 2. This example illustrates that AA is a fast and accurate methodology to evaluate and propagate the signal ranges in LTI systems.

4 Proposed computation procedure

In the proposed AA-based procedure, the RON is computed by propagating the parameters of the PDFs of the noise sources through the linear model of the quantised LTI system. Because of the superposition theorem, the output RON is decomposed into independent contributions, each one described by the mean and variance of its associated source. For this reason, the proposed procedure is divided into three steps: (i) generation of the affine-based models, (ii) propagation of the contributions and (iii) computation of the output statistics.

A general description of this procedure is given in Fig. 2. First, each quantiser of the realisation is modelled by an independent affine form whose central value and noise terms are, respectively, computed as a function of the mean and variance of the quantisation noise of this quantiser. Next, one AA-based simulation is performed to jointly propagate the mean and variance of all the noise sources through all the signals of the realisation. Finally, the information about the contributions of each source is extracted from the noise terms of the output affine form, and the average power of noise is computed.

The remaining parts of this section explain each one of the following three steps: Section 4.1 describes the definition of the parameters of the noise sources using AA; Section 4.2 reveals the conditions required to perform correct propagation of the affine forms and Section 4.3 introduces the expressions that must be applied to calculate the output statistics.

4.1 Definition of the parameters of the noise sources

In the proposed RON computation procedure, each quantiser of the realisation under analysis is associated with a distinct noise term, previously unused, whose amplitude represents the range of the uniformly-distributed PDF of the quantiser associated with it. For example, the affine
The use of DNMs to improve the accuracy of the results requires the application of (12) for truncation quantisers and (13) for rounding quantisers instead of (10)

The form of (2) indicates that the PDF of $x$ is uniformly distributed in $[-0.5, 0.5]$. Thus, its mean and variance are, respectively, given by

$$m_x = 0, \quad \sigma_x^2 = \frac{(0.5 - (-0.5))^2}{12} = \frac{1}{12} \tag{7}$$

Like the other semi-analytical techniques, the proposed procedure applies the superposition theorem to perform independent computation of all the contributions to the output RON. In addition, it also applies the properties of the LTI systems to represent the noise sources using only one noise term per quantiser of the realisation. In LTI systems, the propagation of a given value through the realisation under analysis is time-independent, and so the effects of the propagation of the noise sources need to be computed only once. For this reason, the behaviour of each quantiser is modelled using only one noise term and, consequently, its associated identifier uniquely determines the effects of that source.

For example, consider the quantiser $\mathcal{Q}_0^w(w)$, which rounds signal $w$ to zero fractional bits. The operation of this quantiser is modelled by adding a given AWN source $x$ to the unquantised signal (i.e. $w \rightarrow w + x$). In this case, the affine form that represents the distribution of $x$ is as indicated by (2), and the values of the mean and variance of the distribution are given by (7). Note that these values correspond to the sampled time $k = k_0$, but since the statistics of the quantisers do not vary with time, the mean and variance of this source at $k \neq k_0$ are also given by (7).

For notation purposes, the noise signal associated with the quantisation of $w$ is labelled $e_w$. Thus, the operation of the aforementioned quantiser, $\mathcal{Q}_0^w(w)$, is modelled as $w_0 = w + e_w$. In addition, taking into account the properties of the LTI systems, the noise source $e_w$ is initialised as follows

$$e_w(k) = \begin{cases} \hat{e}_w(0), & k = 0 \\ 0, & \text{otherwise} \end{cases} \tag{8}$$

where, since the statistics of the distributions are also time-invariant, $e_w(0) = \hat{e}_w$.

### 4.1.1 Use of continuous noise models:

Traditionally, the distribution of the values of the AWN sources has been modelled using uniform PDFs. Since in this type of PDFs the values of $e_w$ are continuously distributed over its allowable range, we will refer to this case as the continuous noise model (CNM) of the quantisation noise.

Consider that signal $w$ is quantised to $f_{\text{aw}}$ fractional bits. The general expression of the affine form that represents this CNM is as follows

$$\hat{e}_w = -2^{-f_{\text{aw}} - 1} \xi + 2^{-f_{\text{aw}}} e_w \tag{9}$$

where $\xi$ is equal to 1 for truncation and 0 for rounding quantisers. It is interesting to note that the mean and variance of this PDF are, respectively, given by

$$m_{e_w} = -2^{-f_{\text{aw}} - 1} \xi, \quad \sigma_{e_w}^2 = \frac{2^{-2f_{\text{aw}}^{\text{aw}} - 2}}{3} \tag{10}$$

where (9) can be rewritten as a function of these parameters as

$$\hat{e}_w = m_{e_w} + \sqrt{3\sigma_{e_w}^2} e_w \tag{11}$$

Consequently, in the cases where only the mean and variance of the distributions are required, the application of (11) allows the storage of the statistical parameters of the distributions, even of non-uniform PDFs.

### 4.1.2 Use of DNMs:

In the most recent works on the evaluation of the RON, it has been indicated that the models based on uniform PDFs are only strictly valid if the quantisation operations are applied to previously unquantised signals. In addition, it has been shown that in fixed-point realisations, the difference between the estimated average power of RON using Monte-Carlo simulations and the traditional CNMs can be up to a 40% for this reason, a new noise model that takes into account the discrete probabilities has been proposed. This model has been called the DNM of the quantisation error. However, the expressions of the parameters of the RON have only been derived for
truncation quantisers

\[ m_{w} = -\frac{1}{2}(2^{-2w} - 2^{-2w+1}) \]

\[ \sigma_{w}^2 = \frac{1}{12}(2^{-2w} - 2^{-2w+2}) \]

(12)

where \( f_w \) is the number of fractional bits required to represent the signal \( w \) without loss of precision.

We have extended this model to provide the corresponding expressions for rounding quantisers

\[ m_{w} = 0, \quad \sigma_{w}^2 = \frac{1}{12}(2^{-2w} + 2^{-2w+1}) \]

(13)

provided that \( f_w > f_{w0} \), and \( \sigma_{w}^2 = 0 \), otherwise. The details about the generation of these expressions are provided in the appendix.

It must be noted that the DNMs include the continuous case (in which \( w \) is represented using an infinite number of bits), but they are more accurate than the traditional CNMs. This is particularly evident in two situations: (i) in the quantisation of previously quantised signals and (ii) in the multiplication by power-of-two coefficients in which both, the input and the output of the multiplier, are quantised to the same number of fractional bits.

4.2 Propagation of the affine forms

The propagation of the affine forms is performed as indicated by the affine and quantisation operations shown in Table 1. Since AA separately computes the noise terms with different identifiers, the propagation of all the contributions is also performed separately.

However, in each signal, the central value of the computed affine form groups the mean values of all the contributions. Since the contributions of the mean of the noise sources cannot be distinguished from the contributions of the mean of the input signals, this AA-based procedure requires that the mean of the input signals does not affect the computed affine forms. For this reason, if the realisation contains truncation quantisers, the input signals must be set to zero. If this condition is accomplished, the central value of the computed affine form represents the mean of the RON, and the sum of all the noise terms indicates the shape of its PDF. Note that if the realisation under analysis only contains rounding quantisers, since these quantisers only introduce a new error symbol without affecting the mean value, it is possible to perform a given numerical simulation in combination with the evaluation of the power of the RON.

4.3 Computation of the output statistics

Upon completion of the AA-based simulation, the sequence of affine forms of the output signal \( y \) is available. Its expression is as follows

\[ y(k) = y_0(k) + \sum_{i=1}^{n_y} y_i(k) \varepsilon_i \]

(14)

where \( y_0(k) \) represents the combined contribution of the means of the noise sources, for each sampled time, to the mean of the output RON at sampled time \( k \); \( n_y \) is the number of noise terms of \( y(k) \); \( \varepsilon_i \) indicates that the \( r \)th noise term is due to the \( r \)th noise source and \( y_i(k) \) reveals the amount of contribution of that source to the output signal at time \( k \). The mean and variance of the distributions are, respectively, given by

\[ m_y(k) = y_0(k), \quad \sigma_y^2(k) = \frac{1}{12} \sum_{i=1}^{n_y} (2y_i(k))^2 = \frac{1}{3} \sum_{i=1}^{n_y} y_i^2(k) \]

(15)

and, consequently, the average power of the RON is given by

\[ N_y = \sum_{k=-\infty}^{\infty} y_0^2(k) + \sum_{i=1}^{n_y} \sum_{k=-\infty}^{\infty} y_i^2(k) \]

(16)

According to the central limit theorem, if the number of contributions exceeds a small number, and the greater values are of the same order of magnitude, the normal PDF is a good approximation to the output RON. Thus, the mean and variance given by (15) and (16) specify this function.

It is important to note that, since in AA the quantisation operations are computed by introducing a new uncertainty source per quantiser of the realisation, the computations performed by the AA-based simulation are identical to the ones indicated by the equivalent linear model of the realisation. For this reason, the proposed approach can be applied to compute the RON of any LTI system.

5 Application examples

5.1 LTI system without feedback loops

This section shows the evaluation of the RON in LTI systems without feedback loops by means of the RGB to YCrCb converter shown in Fig. 1. Without the loss of generality, consider that all the signals of the converter are quantised to a sufficiently large number of integer bits and truncated to a zero fractional bits. The associated sequence of operations is shown in Table 3.

Note that only the multiplications by the constant values generate intermediate results with fractional bits, and hence the quantisation operations only affect the results of these multiplications. In addition, in the five cases \( f_w \gg f_{w0} \), and, thus, the values of the mean and variance provided by the DNMs are almost equal to the ones obtained using the CNMs. For example, to obtain an accurate representation...
of 0.7067, at least 13 fractional bits are required. This means that signal \( t_2 \) also requires at least 13 fractional bits to be represented without loss of precision (i.e. \( f_{w0} = 13 \) bits). Since all the signals are truncated to 0 fractional bits \( f_{w0} = 0 \) bits), the mean and variance of the quantisation error, assuming DNM, respectively are

\[
m_{\epsilon_w} = -\frac{1}{2} \left( 2^{-f_{w0}} - 2^{-f_w} \right) = -\frac{1}{2} \left( 1 - 2^{-15} \right) \approx -\frac{1}{2}
\]

\[
\sigma_{\epsilon_w}^2 = \frac{1}{12} \left( 2^{-2f_{w0}} - 2^{-2f_w} \right) = \frac{1}{12} \left( 1 - 2^{-26} \right) \approx \frac{1}{12}
\]

which are almost equal to the ones obtained using CNMs \( (m_{\epsilon_w} = -1/2, \sigma_{\epsilon_w}^2 = 1/12) \).

The evaluation of the RON has been performed using the Abaco framework. In the set-up process, the simulation tool automatically reads the sequence of operations and the user-defined FWLs, assigns the FWLs of the intermediate signals according to the types of the operations performed and calculates the amount of quantisation performed by each quantiser. Afterwards, the AA-based simulation is executed. Finally, the statistics of the output noise are collected by applying (15) and (16) to the specified signals. The propagation of the affine forms through the sequence of operations and the values of the computed average powers of RON are provided in Table 3.

Consider, for example, signal \( t_1 \). Using the affine forms shown in Table 3, the mean, variance and average power of the RON are computed as follows

\[
m_{t_1} = -0.6110
\]

\[
\sigma_{t_1}^2 = \frac{1}{3} \sum_{i=1}^{n_3} \theta_i^2 = \frac{1}{3} \left( 0.1110^2 + 0.5^2 \right) = 0.0874
\]

\[
N_{t_1} = (m_{t_1})^2 + \sigma_{t_1}^2 = 0.4608
\]

Since the RON at signal \( t_1 \) is composed of two independent noise contributions, the affine form associated with this signal contains only two noise terms. For comparison purposes, Fig. 3 shows the estimated shape of the PDF of the RON and the result of a Monte-Carlo simulation of 10,000 input samples.

The computation of the RON in systems without feedback loops is much simpler and faster than in systems containing feedback loops because the expressions of the mean and variance of (15) do not depend on \( k \), and hence the infinite sums of (16) are removed from this expression. Consequently, in this type of systems, the proposed procedure executes only one iteration of the sequence of operations to provide the results.

### 5.2 LTI system with feedback loops

Fig. 4 shows the realisation of the second-order infinite impulse response (IIR) filter . This is the first work that has proposed the application of AA to characterise the effects of the FWL on the DSP systems, and hence it will be used here as the second benchmark. Coefficients \( a_1 \) and \( a_2 \) are, respectively, equal to \(-1/\sqrt{2}\)

<table>
<thead>
<tr>
<th>Operations</th>
<th>Affine forms computed by the proposed procedure</th>
<th>( N_{t_1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_G = Q_t(\bar{R}_G) )</td>
<td>( \hat{R}_G = -0.5 + 0.5\epsilon_1 )</td>
<td>0.3333</td>
</tr>
<tr>
<td>( G_G = Q_t(G) )</td>
<td>( \hat{G}_G = -0.5 + 0.5\epsilon_2 )</td>
<td>0.3333</td>
</tr>
<tr>
<td>( B_B = Q_t(B) )</td>
<td>( \hat{B}_B = -0.5 + 0.5\epsilon_3 )</td>
<td>0.3333</td>
</tr>
<tr>
<td>( t_1 = Q_t(0.2220 \ R_G) )</td>
<td>( \hat{t}_1 = -0.6110 + 0.1110\epsilon_1 + 0.5\epsilon_4 )</td>
<td>0.4608</td>
</tr>
<tr>
<td>( t_2 = Q_t(0.7067 \ G_G) )</td>
<td>( \hat{t}_2 = -0.8534 + 0.3534\epsilon_2 + 0.5\epsilon_5 )</td>
<td>0.8532</td>
</tr>
<tr>
<td>( t_3 = Q_t(0.0713 \ B_B) )</td>
<td>( \hat{t}_3 = -0.5356 + 0.0356\epsilon_3 + 0.5\epsilon_5 )</td>
<td>0.3708</td>
</tr>
<tr>
<td>( t_4 = t_2 + t_3 )</td>
<td>( \hat{t}_4 = -1.3890 + 0.3534\epsilon_2 + 0.3536\epsilon_3 + 0.5\epsilon_5 + 0.5\epsilon_6 )</td>
<td>2.1380</td>
</tr>
<tr>
<td>( Y = t_4 + t_4 )</td>
<td>( \hat{Y} = -2 + 0.1110\epsilon_1 + 0.3534\epsilon_2 + 0.0356\epsilon_3 + 0.5\epsilon_4 + 0.5\epsilon_5 + 0.5\epsilon_6 )</td>
<td>4.2961</td>
</tr>
<tr>
<td>( t_5 = -Y )</td>
<td>( \hat{t}_5 = 2 - 0.1110\epsilon_1 - 0.3534\epsilon_2 - 0.0356\epsilon_3 - 0.5\epsilon_4 - 0.5\epsilon_5 - 0.5\epsilon_6 )</td>
<td>4.2961</td>
</tr>
<tr>
<td>( t_6 = t_5 + R_G )</td>
<td>( \hat{t}_6 = 1.5 + 0.3890\epsilon_1 - 0.3534\epsilon_2 - 0.0356\epsilon_3 - 0.5\epsilon_4 - 0.5\epsilon_5 - 0.5\epsilon_6 )</td>
<td>2.5925</td>
</tr>
<tr>
<td>( C_G = Q_t(0.6427 \ t_6) )</td>
<td>( \hat{C}_G = 0.4614 + 0.25\epsilon_1 - 0.2271\epsilon_2 - 0.0229\epsilon_3 - 0.3214\epsilon_4 - 0.3214\epsilon_5 - 0.3214\epsilon_6 + 0.5\epsilon_7 )</td>
<td>0.4401</td>
</tr>
<tr>
<td>( t_7 = t_5 + B_B )</td>
<td>( \hat{t}_7 = 1.5 - 0.1110\epsilon_1 - 0.3534\epsilon_2 + 0.4644\epsilon_3 - 0.5\epsilon_4 - 0.5\epsilon_5 - 0.5\epsilon_6 )</td>
<td>2.6176</td>
</tr>
<tr>
<td>( C_B = Q_t(0.5384 \ t_7) )</td>
<td>( \hat{C}_B = 0.3076 - 0.0598\epsilon_1 - 0.1902\epsilon_2 + 0.25\epsilon_3 - 0.2692\epsilon_4 - 0.2692\epsilon_5 - 0.2692\epsilon_6 + 0.5\epsilon_8 )</td>
<td>0.2845</td>
</tr>
</tbody>
</table>

Table 3 Description of the computations performed by the proposed procedure and estimated variance of the RON for the RGB to YCrCb converter shown in Fig. 1
and 1/2, and all the signals of the realisation are quantised to 16 fractional bits using rounding as the underflow strategy. To evaluate the RON, the input signal \( x(k) \) is set to zero for all \( k \), and the state variables \( SV_1 \) and \( SV_2 \) are also initialised to zero.

Note that, similar to the first example, only the input signal and the outputs of the multipliers need quantisers to model the rounding operations to 16 fractional bits. According to the values of the coefficients, the minimum number of fractional bits required to represent the exact values of the signals before and after the quantisers are

\[
f_a = \infty, \quad f_{h1} = 32, \quad f_{h0} = 17, \quad f_{f1} = f_{f2} = 16 \quad (19)
\]

To develop the equivalent linear model of the realisation, quantisers \( Q_1 - Q_3 \) are substituted by their associated noise sources \( e_1 - e_3 \). Note that since the input of \( Q_3 \) is only one bit larger than its output, the application of the DNMs provides more accurate results than the traditional CNMs in this case. By applying (13), the statistical parameters of the noise sources are

\[
m_{e1} = m_{e2} = m_{e3} = 0
\]

\[
\sigma_{e1}^2 = \frac{2^{-32}}{12}, \quad \sigma_{e2}^2 = \frac{1}{12} (2^{-32} + 2^{-63}) \approx \frac{2^{-32}}{12}
\]

\[
\sigma_{e3}^2 = \frac{1}{12} (2^{-32} + 2^{-33}) = 2.9104 \times 10^{-11}
\]

Using (11), these parameters are incorporated in their associated affine forms as follows

\[
\hat{e}_i(k) (i=1,2,3) = \begin{cases} 2^{-17} e_1, & 2^{-17} e_2, & 9.3435 \times 10^{-6} e_3, & k = 0 \\ 0, & \text{otherwise} \end{cases}
\]

Table 4 provides the computation of the affine forms at \( k = 0 \) and 1, the amount of contribution to the average power of the RON at sampled time \( k \), \( N_{ir}, \) and the estimated value, \( N_{ie} \), for each case. This example illustrates the propagation of the AA-based models through all the signals of the realisation, as well as the evaluation of the associated contributions of the RON. The successive application of the AA operation rules for \( k > 1 \) provides the values of the affine forms for the remaining samples and signals of the realisation. Finally, the application of (16) at the end of the simulation provides the value of the average power of the RON of \( y(k) \).

Fig. 5 shows the evolution of the estimated values of the output RON as a function of the length of the simulation. As expected from (16), the values provided by the proposed procedure are continuously approaching the exact value. In this case, it can be seen that using only five samples of the simulation the computed result is within the 5% of the final value. However, it must also be noted that for a given degree of accuracy, the number of required samples of the simulation depends on the amount of significant values of \( b(k) \) and, consequently, on the proximity of the poles of the filter to \( |z| = 1 \). Since in this example the number of significant samples of \( b(k) \) is small [actually, for \( k \geq 15, \ b(k) < b(0)/100 \)], even a short simulation provides the results with several digits of accuracy. Table 5 provides the computed sequence of output affine forms \( \hat{y}(k) \), the contributions to the average power of the RON for each \( k \) and the estimated values of the average power of the RON for the initial iteration of this filter.

Fig. 6 also shows the shape of the PDF of the output RON and the result of a Monte-Carlo simulation of 10 000 input samples. In this case, because of the operation of the feedback loops, the RON is composed of an infinite number of independent contributions of the noise sources and, thus, its distribution follows a normal PDF, defined by the average power of the RON given in Fig. 5.
6 Comparison between the automatic RON evaluation procedures

This section compares the performance of the proposed procedure with that of the procedures described in the related bibliography, in terms of computational speed and accuracy of the results. Section 6.1 details the selection and preparation of the experiments and Section 6.2 provides a comparative discussion about the results obtained in each case.

### 6.1 Selection and preparation of the experiments

To assess the performance of the proposed approach, the proposed procedure has been applied to compute the RON of a wide variety of LTI realisations. Among them, some examples published in the related literature have been selected to compare its accuracy and computational speed. Table 6 also shows the values of $N_p$ provided by the analytical approach.

The computation of the RON has been performed using five LTI realisations of different complexities: (i) the RGB to YCrCb converter (Conv.)

Tables 6 and 7, respectively, show the average power of RON, $N_p$, and the computation times, in seconds, required by the simulation-based approach, the semi-analytical approach, and the proposed approach. Table 6 also shows the values of $N_p$ provided by the analytical approach.

![Figure 5](image.png)

**Figure 5** Accuracy of the estimation of the output RON of the IIR realisation described in Fig. 4 as a function of the length of the simulation

<table>
<thead>
<tr>
<th>Operations</th>
<th>Affine forms computed by the proposed procedure</th>
<th>$N_{i,k}$</th>
<th>$N_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0 = x + e_1$</td>
<td>$\hat{t}_0(0) = 7.63 \times 10^{-6} \epsilon_1$</td>
<td>$1.94 \times 10^{-11}$</td>
<td>$1.94 \times 10^{-11}$</td>
</tr>
<tr>
<td>$t_1 = -a_1 \hat{S}V_1$</td>
<td>$\hat{t}_1(0) = 0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$t_2 = t_1 + e_2$</td>
<td>$\hat{t}_2(0) = 7.63 \times 10^{-6} \epsilon_2$</td>
<td>$1.94 \times 10^{-11}$</td>
<td>$1.94 \times 10^{-11}$</td>
</tr>
<tr>
<td>$t_3 = -a_2 \hat{S}V_2$</td>
<td>$\hat{t}_3(0) = 0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$t_4 = t_3 + e_3$</td>
<td>$\hat{t}_4(0) = 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$2.91 \times 10^{-11}$</td>
<td>$2.91 \times 10^{-11}$</td>
</tr>
<tr>
<td>$t_5 = t_3 + t_4$</td>
<td>$\hat{t}_5(0) = 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$4.85 \times 10^{-11}$</td>
<td>$4.85 \times 10^{-11}$</td>
</tr>
<tr>
<td>$y = t_0 + t_5$</td>
<td>$\hat{y}(0) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$SV_1 = z^{-1}S\hat{V}_1$</td>
<td>$\hat{S}V_1(1) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$y = t_0 + e_1$</td>
<td>$\hat{y}(0) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$t_5 = t_3 + t_4$</td>
<td>$\hat{t}_5(0) = 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$4.85 \times 10^{-11}$</td>
<td>$4.85 \times 10^{-11}$</td>
</tr>
<tr>
<td>$y = t_0 + t_5$</td>
<td>$\hat{y}(0) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$t_3 = -a_2 \hat{S}V_2$</td>
<td>$\hat{t}_3(1) = 0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$t_4 = t_3 + e_3$</td>
<td>$\hat{t}_4(1) = 0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$t_5 = t_3 + t_4$</td>
<td>$\hat{t}_5(1) = 5.34 \times 10^{-6} \epsilon_1 + 5.34 \times 10^{-6} \epsilon_2 + 6.60 \times 10^{-6} \epsilon_3$</td>
<td>$3.40 \times 10^{-11}$</td>
<td>$3.40 \times 10^{-11}$</td>
</tr>
<tr>
<td>$y = t_0 + t_5$</td>
<td>$\hat{y}(1) = 5.34 \times 10^{-6} \epsilon_1 + 5.34 \times 10^{-6} \epsilon_2 + 6.60 \times 10^{-6} \epsilon_3$</td>
<td>$3.40 \times 10^{-11}$</td>
<td>$3.40 \times 10^{-11}$</td>
</tr>
<tr>
<td>$SV_2 = z^{-1}S\hat{V}_2$</td>
<td>$\hat{S}V_2(2) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$y = t_0 + e_1$</td>
<td>$\hat{y}(2) = 7.63 \times 10^{-6} \epsilon_1 + 7.63 \times 10^{-6} \epsilon_2 + 9.34 \times 10^{-6} \epsilon_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>$SV_1 = z^{-1}S\hat{V}_1$</td>
<td>$\hat{S}V_1(3) = 7.63 \times 10^{-6} \epsilon_1 + 5.34 \times 10^{-6} \epsilon_2 + 6.60 \times 10^{-6} \epsilon_3$</td>
<td>$3.40 \times 10^{-11}$</td>
<td>$3.40 \times 10^{-11}$</td>
</tr>
</tbody>
</table>
Table 5  Evolution of the values of the affine forms, the contributions to the average power of RON and the estimated values of the RON for the output signal y of the IIR realisation shown in Fig. 4

<table>
<thead>
<tr>
<th>k</th>
<th>Computed output affine forms</th>
<th>$N_{y,k}$</th>
<th>$N_y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\hat{y}(0) = 7.63 \times 10^{-6} e_1 + 7.63 \times 10^{-6} e_2 + 9.34 \times 10^{-6} e_3$</td>
<td>$6.79 \times 10^{-11}$</td>
<td>$6.79 \times 10^{-11}$</td>
</tr>
<tr>
<td>1</td>
<td>$\hat{y}(1) = 5.34 \times 10^{-6} e_1 + 5.34 \times 10^{-6} e_2 + 6.60 \times 10^{-6} e_3$</td>
<td>$3.40 \times 10^{-11}$</td>
<td>$10.19 \times 10^{-11}$</td>
</tr>
<tr>
<td>2</td>
<td>$\hat{y}(2) = 0$</td>
<td>$0$</td>
<td>$10.19 \times 10^{-11}$</td>
</tr>
<tr>
<td>3</td>
<td>$\hat{y}(3) = -2.70 \times 10^{-6} e_1 - 2.70 \times 10^{-6} e_2 - 3.30 \times 10^{-6} e_3$</td>
<td>$8.49 \times 10^{-12}$</td>
<td>$11.03 \times 10^{-11}$</td>
</tr>
<tr>
<td>4</td>
<td>$\hat{y}(4) = -1.91 \times 10^{-6} e_1 - 1.91 \times 10^{-6} e_2 - 2.33 \times 10^{-6} e_3$</td>
<td>$4.24 \times 10^{-12}$</td>
<td>$11.46 \times 10^{-11}$</td>
</tr>
<tr>
<td>5</td>
<td>$\hat{y}(5) = 0$</td>
<td>$0$</td>
<td>$11.46 \times 10^{-11}$</td>
</tr>
<tr>
<td>6</td>
<td>$\hat{y}(6) = 9.54 \times 10^{-7} e_1 + 9.54 \times 10^{-7} e_2 + 1.17 \times 10^{-6} e_3$</td>
<td>$1.06 \times 10^{-12}$</td>
<td>$11.57 \times 10^{-11}$</td>
</tr>
<tr>
<td>7</td>
<td>$\hat{y}(7) = 6.74 \times 10^{-7} e_1 + 6.74 \times 10^{-7} e_2 + 8.26 \times 10^{-7} e_3$</td>
<td>$6.30 \times 10^{-13}$</td>
<td>$11.62 \times 10^{-11}$</td>
</tr>
<tr>
<td>8</td>
<td>$\hat{y}(8) = 0$</td>
<td>$0$</td>
<td>$11.62 \times 10^{-11}$</td>
</tr>
<tr>
<td>9</td>
<td>$\hat{y}(9) = -3.37 \times 10^{-7} e_1 - 3.37 \times 10^{-7} e_2 - 4.13 \times 10^{-7} e_3$</td>
<td>$1.33 \times 10^{-13}$</td>
<td>$11.63 \times 10^{-11}$</td>
</tr>
<tr>
<td>10</td>
<td>$\hat{y}(10) = -2.38 \times 10^{-7} e_1 - 2.38 \times 10^{-7} e_2 - 2.92 \times 10^{-7} e_3$</td>
<td>$8.63 \times 10^{-14}$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
<tr>
<td>11</td>
<td>$\hat{y}(11) = 0$</td>
<td>$0$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
<tr>
<td>12</td>
<td>$\hat{y}(12) = 1.19 \times 10^{-7} e_1 + 1.19 \times 10^{-7} e_2 + 1.46 \times 10^{-7} e_3$</td>
<td>$1.65 \times 10^{-14}$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
<tr>
<td>13</td>
<td>$\hat{y}(13) = 8.43 \times 10^{-7} e_1 + 8.43 \times 10^{-6} e_2 + 1.03 \times 10^{-7} e_3$</td>
<td>$8.29 \times 10^{-15}$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
<tr>
<td>14</td>
<td>$\hat{y}(14) = 0$</td>
<td>$0$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
<tr>
<td>15</td>
<td>$\hat{y}(15) = -4.21 \times 10^{-8} e_1 - 4.21 \times 10^{-8} e_2 - 5.15 \times 10^{-8} e_3$</td>
<td>$2.07 \times 10^{-15}$</td>
<td>$11.64 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

In the five realisations, all the signals are assumed to have a sufficiently large number of integer bits, and they are all rounded to 16 fractional bits. In the simulation-based method, each provided RON value has been computed by averaging the results of 10 simulations of $10^6$ samples long. In all cases, the results of the individual simulations have been identical to their corresponding averaged RON values up to the second significant digit, and in most cases up to the third significant digit. The analytical and semi-analytical methods assume that all the noise sources have uniform PDFs in their respective ranges of existence (i.e. they use the traditional CNMs). In the proposed procedure, the values of the noise sources take into account the previous quantisation operations (i.e. they apply the proposed DNMs). In the semi-analytical and the proposed methods, the length of the simulations has been set to 100 samples in each case to compute the

Figure 6  PDF of the output RON of the IIR realisation

(a) Theoretical result
(b) Result of the Monte-Carlo simulation of 10 000 samples
Table 6 Average power of RON provided by the four types of RON evaluation procedures

<table>
<thead>
<tr>
<th>LTI system</th>
<th>Type of response</th>
<th>n. ops.</th>
<th>Monte-Carlo simulation</th>
<th>Analytical (with CNMs)</th>
<th>Semi-analytical (with CNMs)</th>
<th>Proposed (with DNMs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>FIR</td>
<td>9</td>
<td>$1.66 \times 10^{-10}$</td>
<td>$1.66 \times 10^{-9}$</td>
<td>$1.66 \times 10^{-10}$</td>
<td>$1.66 \times 10^{-9}$</td>
</tr>
<tr>
<td>IDCT8</td>
<td>FIR</td>
<td>36</td>
<td>$6.54 \times 10^{-9}$</td>
<td>$6.54 \times 10^{-9}$</td>
<td>$6.54 \times 10^{-9}$</td>
<td>$6.54 \times 10^{-9}$</td>
</tr>
<tr>
<td>IIR2</td>
<td>IIR</td>
<td>4</td>
<td>$1.21 \times 10^{-10}$</td>
<td>$0.99 \times 10^{-10}$</td>
<td>$0.99 \times 10^{-10}$</td>
<td>$1.16 \times 10^{-10}$</td>
</tr>
<tr>
<td>Lat3</td>
<td>IIR</td>
<td>19</td>
<td>$8.54 \times 10^{-11}$</td>
<td>$8.47 \times 10^{-11}$</td>
<td>$8.47 \times 10^{-11}$</td>
<td>$8.47 \times 10^{-11}$</td>
</tr>
<tr>
<td>pDFilt6</td>
<td>IIR</td>
<td>37</td>
<td>$7.60 \times 10^{-11}$</td>
<td>$7.97 \times 10^{-11}$</td>
<td>$7.97 \times 10^{-11}$</td>
<td>$7.97 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

Table 7 Computation times of the four types of RON evaluation procedures, and minimum speed-up obtained by the proposed procedure with respect to the other approaches

<table>
<thead>
<tr>
<th>LTI system</th>
<th>Type of response</th>
<th>n. ops.</th>
<th>Monte-Carlo simulation</th>
<th>Semi-analytical (with CNMs)</th>
<th>Proposed (with DNMs)</th>
<th>Minimum speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv.</td>
<td>FIR</td>
<td>9</td>
<td>$7.3 \times 10^2$</td>
<td>$6.4 \times 10^{-1}$</td>
<td>$8.1 \times 10^{-2}$</td>
<td>7.90</td>
</tr>
<tr>
<td>IDCT8</td>
<td>FIR</td>
<td>36</td>
<td>$2.8 \times 10^3$</td>
<td>$4.3 \times 10^0$</td>
<td>$2.1 \times 10^{-1}$</td>
<td>20.48</td>
</tr>
<tr>
<td>IIR2</td>
<td>IIR</td>
<td>4</td>
<td>$3.4 \times 10^2$</td>
<td>$1.6 \times 10^{-1}$</td>
<td>$1.0 \times 10^{-1}$</td>
<td>1.60</td>
</tr>
<tr>
<td>Lat3</td>
<td>IIR</td>
<td>19</td>
<td>$5.3 \times 10^2$</td>
<td>$7.7 \times 10^{-1}$</td>
<td>$4.6 \times 10^{-1}$</td>
<td>1.67</td>
</tr>
<tr>
<td>pDFilt6</td>
<td>IIR</td>
<td>37</td>
<td>$1.0 \times 10^3$</td>
<td>$3.2 \times 10^0$</td>
<td>$1.9 \times 10^0$</td>
<td>1.68</td>
</tr>
</tbody>
</table>

noise gain from each noise source to the output signal. However, the semi-analytical procedure performs one numerical simulation per AWN source of the realisation and, thus, the simulator is invoked and loaded in memory once per quantiser of the realisation. Instead, the proposed AA-based approach performs only one simulation to compute all the results. The proposed approach has been implemented in our FWL evaluation framework, called Abaco, and the computations have been run on an Intel Pentium IV PC processor running at 2.8 GHz with 2 GB of RAM memory and Linux Red Hat 7.3 operating system.

6.2 Discussion

From the results shown in Tables 6 and 7, the following points are derived.

1. The analytical, semi-analytical and proposed methods provide very similar results in most cases. This fact occurs because the three methods substitute the quantisers by independent noise sources, whose values are propagated according to different rules. Therefore they use different techniques to compute the results, but since the statistical parameters of the noise sources are identical, they provide the same results.

2. In some cases, such as the IIR2 filter, the analytical and the semi-analytical procedures provide results slightly different from those of the Monte-Carlo simulation and the proposed approach. This difference appears because the CNMs of the noise sources do not consider the previous quantisation operations. Owing to the application of the DNMs of (13), the error of the estimator is reduced from 21% to 4% with respect to the Monte-Carlo simulation and, thus, the proposed estimator is more than five times more accurate than the existing one in this case. A similar result was obtained for truncation quantisers but the expressions provided here for rounding quantisers complete this work.

3. The simulation-based procedure is slow, but it guarantees to provide accurate results. In fact, if the simulations are long enough, this technique provides the reference values [42]. Compared with this, the proposed method provides fast and precise approximations to the reference results.

4. The proposed procedure is the fastest method. It provides results up to 20 times faster than the semi-analytical method in the systems without feedback loops, and approximately 1.6 times faster than the IIR filters. In both cases, the ratio increases with the number of operations. This fact occurs because the proposed approach performs only one AA-based simulation in all cases, whereas the number of computations of the other approaches increases with the number of noise sources of the realisation under study.
The analytical approach also provides very fast and accurate results. However, the published computation times only refer to a part of the process, and so they are not directly comparable with the ones provided in Table 7. The expressions of the transfer functions associated with the noise sources of the IIR2 filter are obtained in 0.08 s. In the proposed approach, the equivalent part of the process is the execution of the AA-based simulation, which only requires 0.03 s.

However, since the experiments are not performed under identical conditions in both cases, these values should be considered only as an approximation.

7 Conclusions

This contribution has presented a new method to compute the RON of quantised LTI systems using AA. The analysis of the related literature has revealed that the AA-based FWL determination procedures provide estimates of the bounds of the PDFs, but there are no published AA-based RON computation procedures. In this context, a new semi-analytical procedure to compute the RON has been detailed. It has been justified that its correct application is restricted to LTI systems, and it has been combined with novel expressions of the DNM of rounding quantisers, which complement the existing ones of truncation quantisers. The examples have shown that the discrete noise model is up to five times more accurate than the traditional continuous model, and that the AA-based computation procedure faster than other semi-analytic methods, with an observed speed-up of 1.6 in simple IIR filters and up to 20.48 in complex FIR realisations.
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10 Appendix: Derivation of the expressions of the mean and variance for rounding quantisers

Figs. 7a–7i show the PDFs of the quantisation of previously quantised signals under different amounts of quantisation specifications. They have been obtained by connecting in series two quantisers, namely $Q_1$ and $Q_2$, as described below

$$w = Q_{f_1}(x), \quad w_Q = Q_{f_0}(w)$$  \hspace{1cm} (22)

The input variable $x$ follows a uniform distribution in $[-10, 10]$, and the computations have been performed in MATLAB. Quantiser $Q_1$ selects the number of fractional bits of the input signal, and $Q_2$ always performs rounding to zero fractional bits. Therefore the output quantisation error is bounded by $[-0.5, 0.5]$ and its mean is equal to 0 in all cases (i.e. $m_e = 0$). In order to derive the expression of the variance for rounding quantisers, the following characteristics must be considered *a priori*.

1. The type of the PDF only depends on the difference $\Delta f = f_w - f_{w_Q}$. In other words, the shape of the PDF is maintained regardless of the number of bits of $Q_2$. Consequently, for a given $\Delta f$, if $Q_2$ performs the quantisation operations to $f_{w_Q}$ fractional bits instead of 0, the only effect on the result is to multiply the computed value by $0.25^{f_{w_Q}}$. Hence, the expression of the output variance follows the relationship

$$\sigma_{f_{w_Q}}^2 \Delta f = 0.5^{2f_{w_Q}} \sigma_{f_w}^2$$  \hspace{1cm} (23)

where $\sigma_{f_{w_Q}}^2$ and $\sigma_{f_w}^2$, respectively, represent the variances of the DNMs considering that $Q_2$ performs the quantisation operations to $f_{w_Q}$ or to 0 fractional bits. For this reason, the number of fractional bits of $Q_2$ in (22) has been fixed to 0.

2. By applying the definition of the variance, the numerical results of $\sigma_{f_{w_Q}}^2$ for the initial values of $i = \Delta f$ are given in Table 8. Once these values have been obtained, it is important to note that they require an increasing number of fractional bits for its exact representation. For example, 0.125 only requires three fractional bits, 0.09375 requires five fractional bits and so on. The computation of the equivalent fractions of these values reveals that the denominators follow a simple progression of the form $2^{2i+1}$. In addition, a further insight reveals that the numerators also follow a geometric series of the form

$$\text{Num}_i = 1 + 2 + 2^2 + 2^3 + \cdots + 2^{i-1}$$  \hspace{1cm} (24)

where $\text{Num}_i$ is the numerator of the $i$th fraction of the sequence. Consequently, the general expression to obtain
Table 8 Values of the variance of the PDFs described in Fig. 7

<table>
<thead>
<tr>
<th>∆f</th>
<th>$\sigma^2_{0,\Delta f}$</th>
<th>Equivalent fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1250000000000000</td>
<td>$1/2^3$</td>
</tr>
<tr>
<td>2</td>
<td>0.0937500000000000</td>
<td>$3/2^5$</td>
</tr>
<tr>
<td>3</td>
<td>0.0859375000000000</td>
<td>$11/2^7$</td>
</tr>
<tr>
<td>4</td>
<td>0.0839843750000000</td>
<td>$43/2^9$</td>
</tr>
<tr>
<td>5</td>
<td>0.0834960937500000</td>
<td>$171/2^{11}$</td>
</tr>
<tr>
<td>6</td>
<td>0.0833740234375000</td>
<td>$683/2^{13}$</td>
</tr>
<tr>
<td>7</td>
<td>0.08334350585938</td>
<td>$2731/2^{15}$</td>
</tr>
<tr>
<td>8</td>
<td>0.08333587646484</td>
<td>$10923/2^{17}$</td>
</tr>
<tr>
<td>9</td>
<td>0.08333396911621</td>
<td>$43691/2^{19}$</td>
</tr>
</tbody>
</table>

Finally, the combination of (23) and (25) yields

$$
\sigma^2_{\text{equiv}} = \frac{1}{12} \left( 1 + \frac{1}{2^{2i+1}} \right) 2^{-2\gamma_{\text{eq}}}
$$

which corresponds to the expression of the variance given in (13).