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ABSTRACT

A validation of the burn-up simulation system EVOLCODE 2.0 is presented here, involving the experimental measurement of U and Pu isotopes and some fission fragments production ratios after a burn-up of around 30 GWd/MTU in a Pressurized Light Water Reactor (PWR). This work provides an in-depth analysis of the validation results, including the possible sources of the uncertainties. An uncertainty analysis based on the sensitivity methodology has been also performed, providing the uncertainties in the isotopic content propagated from the cross sections uncertainties. An improvement of the classical Sensitivity/ Uncertainty (S/U) model has been developed to take into account the implicit dependence of the neutron flux normalization, that is, the effect of the constant power of the reactor. The improved S/U methodology, neglected in this kind of studies, has proven to be an important contribution to the explanation of some simulation-experiment discrepancies for which, in general, the cross section uncertainties are, for the most relevant actinides, an important contributor to the simulation uncertainties, of the same order of magnitude and sometimes even larger than the experimental uncertainties and the experiment-simulation differences. Additionaly, some hints for the improvement of the JEFF3.1 fission yield library and for the correction of some errata in the experimental data are presented.
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1. Introduction

Computer codes with the burn-up capability to simulate irradiation history have been extensively used on the one hand for understanding the behaviour of current reactors fuel pins under irradiation, especially when dealing with high burn-up simulations achievable in the current nuclear concepts mainly for economic reasons (extending the cycle length). On the other hand, concerning advanced nuclear concepts such as Generation IV fast reactors (and even some Generation III reactors), still without worldwide implementation, the computer simulation has been the most widely used tool to model and evaluate their properties, including reactivity, safety and waste management issues.

The EVOLCODE 2.0 simulation system (Álvarez-Velarde et al., 2007) was developed at CIEMAT with the aim of providing a computer code able of making simulations of current and future reactors in any range of operation and to provide detailed spatial distribution and time evolution of the isotopic composition of fuels and activated materials. Particularly, the capability of making simulations of isotopic evolution in the fuel for nuclear systems with very diverse characteristics and reaching long fuel burn-ups was focused. For these reasons, the present version of the EVOLCODE system is based upon the MCNPX code (Pelowitz et al., 2009) for the neutronic transport simulation and the ORIGEN code (Croft, 1980) for the depletion calculations. Any version of these codes can be implemented in EVOLCODE 2.0. Alternatively, the user has the option of using MCNP5 code (Brown et al., 2010) for transport and the ACAB code (Sanz et al., 2008) for depletion instead of the base codes to gain additional capabilities.

The code has been validated (mainly for fast neutron systems) up to now by the participation in international code benchmarks (Janczyszyn et al., 2011; Broeders et al., 2010). However, recently an experimental data set focused on Pressurized Light Water Reactors (PWRs) discharge composition has become available. This experiment, the Isotopic Correlation Experiment (ICE) (Koch and Schoof, 1981), was intended for the measure of some actinides and fission products generated after burn-up.

The ICE experimental measurements have been used by different institutions to validate several burn-up codes (with generally high degree of success) (Koch and Schoof, 1981; Cao et al., 2010; Send, 2005), which is the case of MCNPX with the integration of CINDER (Jensin et al., 2006), the deterministic code KAPROS and its burn-up module KARBUS (Broeders et al., 2004) or preliminarily with EVOLCODE 2.0 (Álvarez-Velarde and González-Romero, 2007).
This work was accomplished in the frame of the IAEA Coordinated Research Project on Analytical and Experimental Benchmark Analyses of Accelerator Driven Systems (Broeders et al., 2010). Nevertheless, in these studies only a direct comparison between experimental and simulation data was performed without extensive analysis of the sources of the discrepancies.

In this paper, a Sensitivity/Uncertainty analysis (S/U) has been performed to investigate the sources of the differences between the experimental data and the simulations results, possibly caused by the propagation of the cross sections uncertainties, or by other uncertainty sources that must be taken into account. A detailed description of the results found from the validation of EVOLCODE 2.0 using the ICE measurements has also been included.

This work is framed within the ANDES project (ANDES, 2010) (Accurate Nuclear Data for nuclear Energy Sustainability, 7th Framework Programme of the European Union). Its results will allow providing some guidelines in order to advise additional strategies for cross section uncertainty reduction.

2. Methodology

2.1. Description of EVOLCODE 2.0

Evolcode 2.0 is a combined neutronics and burn-up evolution simulation code aimed for the description of the burn-up evolution of either critical or subcritical reactors operating in any neutron spectrum regime. The code is able to estimate a great variety of nuclear reactor parameters, in particular, the isotopic composition evolution of the fuel in a nuclear reactor.

Burn-up problems are solved by EVOLCODE 2.0 using an time-interval method consisting in the successive calculation of first the neutron flux for fixed material densities at a given time and later the depletion of these densities, using the hypothesis of constant neutron flux. Given that the validity of the hypotheses of constant properties is limited in the irradiation time, several calculations are needed to solve the system for the whole irradiation period. Each iteration, corresponding to a partial irradiation period, is called an EVOLCODE cycle. The cycle data flow of the EVOLCODE procedure is shown in Fig. 1.

In the present version of the code (Álvarez-Velarde et al., 2007), the neutron transport calculations are implemented by the general Monte Carlo N-Particle Transport Code MCNPX or alternatively by the MCNP5 code. The Isotope Generation and Depletion Code ORIGEN currently implements the depletion of the geometry zones, requested by the user, although the code ACAB has also been implemented in the EVOLCODE 2.0 system to provide results uncertainties and to enlarge the number of nuclear reactions taken into account by the irradiation calculations. Both ORIGEN and ACAB are point-depletion and radioactive decay computer codes, and share the main computational mechanism called the transition matrix method (Croft, 1983). The user chooses which depletion code or version of MCNPX is used in the simulations.

As it will be shown in the following, many of the characteristics of the programming of EVOLCODE 2.0 are aimed to deal with the proper implementation of the applied hypotheses so that the precision in the calculation is optimized.

The space dependence of the neutron flux is determined by the MCNPX cell definition, together with the entire geometry definition, allowing an important degree of the heterogeneity description in the reactor core model. The energy dependence is obtained by means of the energy spectrum of the neutron flux for each of these cells. On the one hand, the neutron flux is normalized so that the depletion is simulated using the proper value of the system thermal power. On the other hand, the neutron flux energy spectra are used for creating (outside MCNPX) one-group effective cross-section libraries for ORIGEN. Even using a largely detailed number of energy groups (around 30,000), EVOLCODE 2.0 performances reduce the computer time by one-two dozens while providing results with the same accuracy (Álvarez-Velarde, 2011) as if the simulation was made using the MCNPX burn-up capability. This fact has also been observed in other burn-up codes using this methodology (Haack and Verboomen, 2007).

Evolcode is pushed to use the same basic libraries that MCNP does, so that the consistency in the data treatment is ensured. From these basic libraries, the information of those reactions suitable for ORIGEN and available in the database is selected, disregarding the information about elastic collisions. Additionally, since isomers may have very different half-lives and reaction cross sections compared with the ground state isotope (leading to different transmutation chains), the information of the isomer producing reactions is provided to the code by a separated file, ENDF File 9, containing the information of the branching ratios, i.e.,

Fig. 1. EVOLCODE2 cycle data flow scheme.
fractons of the cross section in the reaction which produces the excited/isomer states in the daughter nucleus. Finally, the fission yields library is also supplied to the code as an external sublibrary. Currently, sublibraries are defined for neutron-induced fission product yields and for yields from spontaneous fission. Besides, independent and cumulative\(^1\) yields are included in the sublibrary. EVOLCODE 2.0 only considers neutron-induced independent fission product yields since this is the data required by the depletion code.

Inside each cell, the neutronic and material properties are considered constant (in time but also homogenised in space). Hence a discretization in relatively large cells might cause that the neutron flux is not really constant inside the cell. On the contrary, a relatively large number of small cells might need unacceptably large computer times. EVOLCODE 2.0 provides a methodology to find a proper compromise between accuracy and requirements on computing time and resources (Álvarez-Velarde, 2011).

The cycle length must be limited to keep to a good approximation the condition of constant neutron flux in the cell along time. Indeed, the neutron flux varies along the irradiation (with the evolution of the materials), and it might reach large deviations from the assumed constant value in case of systems with high or very high burn-up. EVOLCODE uses a predictor/corrector method to optimize the cycle length avoiding too large irradiation periods. This method is also used to guarantee that the reactor power is kept constant, at least with a deviation smaller than a certain value specified by the user.

The isotopic composition evolution is calculated with ORIGEN separately for each evolving cell. The materials evolution can be estimated for the entire reactor or for only a small amount of cells where the isotopic evolution is desired by the user. For those cells chosen by the user, ORIGEN performs irradiation procedures using the one-group cross section library created by EVOLCODE.

The burn-up evolution of the whole reactor is estimated as the union of the burn-up evolution of the different evolving cells. With the new reactor materials composition available after a partial irradiation, it is possible to obtain the new neutronic parameters of the system with MCNPX and then the evolution of the materials isotopic composition for a new successive partial irradiation step. The whole irradiation is simulated after several cycles and the final solution is estimated as a piecewise-defined function for both the neutron flux and the material isotopic compositions.

2.2. Sensitivity/Uncertainty analysis

2.2.1. Basis

The principles of Sensitivity/Uncertainty (S/U) analysis are well known and documented and have been applied to study the impact of the nuclear data uncertainties on performance parameters such as the irradiated fuel isotopic composition (Aliberti et al., 2004; García-Herranz et al., 2010). We will simply summarize here some relevant information as starting point of our work. Let \( X(t) = (X_1(t), X_2(t), \ldots, X_m(t)) \) be the space-averaged nuclide composition of a material at time \( t \). The net balance of each nuclide \( X_k \) can be described by the Bateman equations that expressed in a matrix notation are

\[
\frac{dX}{dt} = B(\Phi) \cdot \dot{X},
\]

where \( B(\Phi) \) is the matrix involving the averaged cross sections, decay constants and the neutron flux \( \Phi \), and \( t \) is the irradiation time. The formal solution of this equation, for constant flux and effective cross sections, is

\[
\dot{X}(t) = e^{B(\Phi) \cdot t} \cdot \dot{X}(0).
\]

In this work, we are only interested in a small group of actinides, so we will merely refer to a small group of \( q \) nuclides. The evolution of these isotopes will depend only on a particular set of \( m \) cross sections that can be grouped as \( \Sigma = (\sigma_1, \sigma_2, \ldots, \sigma_m) \), covering these isotopes and the nuclear reactions for capture and fission. Other possible contributions like \( (n, x) \) are included in the simulations but not in the S/U analysis. Let us assume that the other parameters in the problem (other cross sections, decay parameters, \( \ldots \) ) are known and constant, and that the analysis is made for a period of time between \( 0 \) and \( t \). Each element \( X_k \) is hence a function of the cross section vector \( \sigma, X_k = X_k(\sigma) \), where \( t \) will no longer be explicitly written in the formulation for simplicity. The goal is then to analyse how the uncertainties in the cross sections are transmitted to the final nuclide composition estimations \( \dot{X} \).

The variation in \( X \) due to a variation in \( \sigma \) can be expressed as

\[
\Delta X_k = \sum_{j=1}^{m} \sum_{i=1}^{q} \frac{S_{ij} \Delta \sigma_j}{\sigma_i} \sigma_i \phi_j \phi_i,
\]

where the sensitivity coefficients \( S_{ij} \) are given by

\[
S_{ij} = \frac{\partial X_k}{\partial \sigma_j}.
\]

In these expressions, we have introduced superscript \( l \) that takes into account that the nuclear data uncertainties \( \Delta \sigma_j \) are usually provided for a certain number of \( G \) energy groups. Taking into account that the reaction cross sections always appear explicitly in the form

\[
\delta \Sigma^{\sigma}_{j} = \sum_{i=1}^{G} \sigma^{\sigma}_{i} \phi_{j} \sum_{l=1}^{G} \phi_{l},
\]

it is possible to write

\[
S_{ij} = \frac{\partial X_k}{\partial \sigma_{i}} \frac{\partial \sigma_{i}}{\partial \sigma_{j}} \frac{\partial \sigma_{i}}{\partial \sigma_{i}} \frac{\partial \phi_{j}}{\partial \phi_{j}} = \frac{\partial X_k}{\partial \sigma_{i}} \sum_{l=1}^{G} \phi_{l} \sum_{l=1}^{G} \phi_{l},
\]

so that the variation in \( \dot{X} \) becomes

\[
\Delta \dot{X}_k = \sum_{j=1}^{m} \sum_{i=1}^{q} \Delta \sigma_{ij} S_{ij} \phi_{i} \phi_{j}.
\]

Furthermore, the cross sections corresponding to different energy groups are affected of cross-correlations and even the cross sections of different reactions show significant correlations in some cases. Taking into account these correlations, the uncertainties can be represented by means of a variance–covariance matrix,

\[
C = \begin{pmatrix}
C_{11} & C_{12} & \ldots & C_{1m} \\
C_{21} & C_{22} & \ldots & C_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
C_{m1} & C_{m2} & \ldots & C_{mm}
\end{pmatrix},
\]

where each \( C_{ij} \) represents a \( G \times G \) matrix accounting for the \( G \) energy groups.

Once the sensitivity coefficients and the uncertainties in the variance–covariance matrix are known, the variance of the nuclide composition \( \dot{X} \) can be evaluated as follows:

\[
\Delta^2 \dot{X}_k = S^T \Sigma C S_k,
\]

2.2.2. Implicit dependence of the neutron flux normalization on the cross sections

The dependence of \( X_k \) on the cross sections comes on the one hand from their explicit appearance in the solution of the Bateman equations for isotope \( k \) and, on the other hand, from the implicit dependence of the neutron flux on the cross sections. The implicit dependence has been usually neglected in previous works related to uncertainties propagation in fast systems (Aliberti et al., 2004; García-Herranz et al., 2008) considering that the feedback from flux and spectrum changes along irradiation is very low. However, in thermal reactors where the initial fuel content is made of ura-
mium, the neutron flux varies significantly in the thermal region due to the appearance of $^{238}$Pu and $^{239}$Pu, having strong capture resonances at 0.3 eV and 1 eV, respectively. Due to this reason, the possibility that the implicit dependence of the neutron flux normalization could impact significantly the final uncertainty of some isotopes is explored here.

However, in this work, only a part of the implicit dependence is considered as described below. Additional dependences due to the energy dependence of the neutron flux with the energy dependence of the reaction and scattering cross sections could also affect the results and are not fully included in this analysis.

In order to consider the implicit dependence we take into account that the energy-integrated value of the neutron flux is linked to the reactor power, which is a measure of the energy release by fission per unit time. The energy release by fissions in the whole reactor after the complete irradiation period can be estimated with the burn-up, which is measured in practice by means of the amount of $^{148}$Nd (Furcula, 1996), represented as $X^{148}$Nd below. This amount is equal to the number of fissions per isotope times the corresponding fission yield:

$$X^{148}Nd = \int \sum_k \sigma(E) X_k^E dt \Phi(E, t) dEdt$$

(9)

In this expression, $\sigma(E)$ represents the fission cross section of fissile isotope $k$, $X_k(t)$ is the amount of fissioning specie $k$, and $X_k^E = \int \sigma^E(E) dt$ is the cumulative fission product yield of $^{148}$Nd.

Making the convolution of the microscopic fission cross section with the neutron flux, the energy dependence can be integrated as

$$X^{148}Nd = \int \sum_k \sigma(E) X_k^E \Phi(E, t) dt,$$

(10)

where $\sigma(E)$ is the one-group effective fission cross section of isotope $k$. To achieve this, we have assumed that $\sigma_k^E = \sigma_k^E(E, t) = \gamma_k^E(E)$ (independent of energy spectrum and time for the ranges of spectra in the problem), which is rather correct for $^{148}$Nd cumulative fission product yields from both $^{235}$U and $^{239}$Pu.

If the burn-up of a reactor cycle is not high, the neutron flux varies reasonably slowly so we take its average value $\Phi$ as representative for the whole irradiation period:

$$\Phi = \frac{X^{148}Nd}{\int \sum_k \sigma_k^E X_k^E dt}.$$

(11)

This equation states that the neutron flux depends on the fission cross sections, the amounts of fissile materials, and the $^{148}$Nd fission yields. Considering only fissions from $^{235}$U and $^{239}$Pu, Eq. (9) becomes

$$X^{148}Nd = \frac{U_2^p \sigma_2^F \gamma_2}{\sigma_2^F + \sigma_2^C} \left(1 - e^{-\sigma_2^C/\sigma_2^F} \right) + \frac{U_9^p \sigma_9^F \gamma_9}{\sigma_9^F + \sigma_9^C} \left(1 - e^{-\sigma_9^C/\sigma_9^F} \right) + \left(\sigma_9^C - \sigma_9^F + (\sigma_9^C + \sigma_9^C) e^{-\sigma_2^C/\sigma_9^F} - e^{\sigma_2^C/\sigma_9^F} \right)$$

where superscripts 5, 8, and 9 refer respectively to isotopes $^{235}$U, $^{238}$U, and $^{239}$Pu (the "eff" superscript has been removed in all cross sections for simplicity). This equation has been used to derive the expressions of $\Phi(E, t)$ appearing in Eq. (5) when the implicit dependence of the neutron flux normalization on the cross sections is considered. Besides, the uncertainties in the cumulative fission product yields $\gamma_5$ and $\gamma_9$ have also been considered in this work, since they are provided in the data libraries.

### 2.3. The isotope correlation experiment

#### 2.3.1. Description of the experiment

The European Safeguards Research and Development Association (ESARDA) working group on Isotopic Correlation Techniques (ICT) and Reprocessing Input Analyses performed in the 1970s an experiment to check the feasibility of the ICT. This experiment was developed at the Obrigheim nuclear power plant and was called Isotopic Correlation Experiment (ICE) (Koch and Schoof, 1981).

The objectives of this experiment, counting with the participation of several European institutions, were the determination of the accuracy of the measurement technique, the identification of additional required information and safeguard-related issues. In order to achieve these objectives, several fuel assemblies were chosen from the spent fuel after the normal operation of the Obrigheim power plant (KWO). After that, isotopic analyses were performed at the reprocessing plant WAK at Karlsruhe, measuring the amount of some actinides and fission products present in the spent fuel.

The experiment was conducted at normal operation of the plant. Ten consecutive dissolution batches each making up half of the fuel assembly were chosen for the experiment. The geometrical data of the pins used for the experiment have been obtained from bibliography (Send, 2005). The UO$_2$ pin (with a stoichiometry of 2.00 ± 0.01) had an external radius of 0.465 cm. Its average operation temperature was 1028 K. The cladding material was zirconium with outer radius of 0.535 cm and average operation temperature of 605 K. The moderator was water at a temperature of 572 K averaged over the fuel channel.

The uranium content (approximately 311 kg of UO$_2$ per assembly with an uncertainty of 0.4%) was supplied by KWO, as well as the irradiation history and the boron concentration in water, both in 29 different time steps for the total of around 30 GWd/tU. This information is available in bibliography (Send, 2005).

Post-irradiation analyses performed at the reprocessing plant included the measurement of the concentration of uranium isotopes ($^{235}$U, $^{238}$U and $^{239}$U), plutonium isotopes ($^{238}$Pu to $^{242}$Pu), some fission products and minor actinides (Am, Cm), $^{148}$Nd were used as an indicator of the burn-up. There were no measurements of head-end losses.

#### 2.3.2. Simulation details

The reference geometrical and thermal hydraulic settings used by EVOLCODE 2.0 to simulate ICE are included in Table 1 (Koch and Schoof, 1981; Send, 2005; Broeders, 1992). The simulation model has consisted in a pin design of an Obrigheim 14 × 14 PWR, considering a fuel pellet, cladding, and moderator with reflecting boundary surfaces. The fuel pellet has been divided radially in 25 cells with different thicknesses for taking into account the larger creation of plutonium at the pin periphery.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pin radius</td>
<td>0.465 cm</td>
</tr>
<tr>
<td>Cladding thickness</td>
<td>0.07 cm</td>
</tr>
<tr>
<td>Pin side length</td>
<td>1.089 cm</td>
</tr>
<tr>
<td>Fuel density</td>
<td>0.0681 at/cm barn</td>
</tr>
<tr>
<td>Cladding density</td>
<td>0.0432 at/cm barn</td>
</tr>
<tr>
<td>Moderator density</td>
<td>0.0721 at/cm barn</td>
</tr>
<tr>
<td>Fuel temperature</td>
<td>1200 K</td>
</tr>
<tr>
<td>Cladding temperature</td>
<td>600 K</td>
</tr>
<tr>
<td>Water temperature</td>
<td>600 K</td>
</tr>
<tr>
<td>Initial $^{235}$U enrichment</td>
<td>3.1%</td>
</tr>
</tbody>
</table>
Reflecting axial boundaries have also been implemented in the model.

The pin is surrounded by a Zr cladding. The moderator is borated water. Thermal $S(\alpha,\beta)$ tables for hydrogen in light water at 600 K have been used in the moderator. The volume ratio of moderator to fuel has been set to $V_m/V_f = 1.978$, to account for the additional water contained in the control rod tubes.

An alternative simulation with a more sophisticated model has also been performed to explore the effect of the geometrical model. This alternative model describes the experiment, as shown in Fig. 2, as a fuel assembly horizontal slice with a pin-pitch of 1.43 cm, and again with reflecting boundary surfaces. In this model, 125 cells with different isotopic evolution have been considered to take into account the pin effect and the different neutron spectra of different pins inside the assembly. No S/U analysis has been performed to this model.

A total of 53 EVolcode cycles have been performed for an adequate simulation of the ICE experimental irradiation history, including 11 cycles without irradiation (decay only). MCNPX version 2.7 and ORIGEN version 2.2 have been used as part of the EVOLCODE 2.0 system (together with the JEFF3.1 library for cross sections, isomer branching ratios, fission product yields and decay data) to simulate this experiment.

For the S/U analysis, we have used the COMMAR/A covariance library (Herman et al., 2011) including the information of the relative uncertainty in the cross sections and the correlations (for the 33 energy groups included in Table 2) for the following isotopes and reactions: $^{235}\text{U} (n,\alpha)$, $^{239}\text{U} (n,\gamma)$, $^{239}\text{U}$ fission-capture cross correlations, $^{235}\text{U} (n,\gamma)$, $^{239}\text{U} (n,\gamma)$, $^{235}\text{Pu} (n,\gamma)$, $^{239}\text{Pu} (n,\gamma)$, $^{235}\text{Pu} (n,f)$, $^{239}\text{Pu} (n,f)$, $^{235}\text{Pu} (n,\gamma)$, $^{239}\text{Pu} fission-capture cross correlations, $^{240}\text{Pu} (n,\gamma)$, $^{241}\text{Pu} (n,\gamma)$, $^{242}\text{Pu} (n,\gamma)$ and $^{240}\text{Np} (n,f)$. According to Table 2, the thermal region only contains two energy groups. Although this might be insufficient to fully describe the energy groups causing uncertainties in problems with thermal spectra (such as a light water-cooled reactor), this work can provide a motivation to improve the database subdivision in groups and an improved methodology to be used in S/U analysis now and in the future when more detailed databases become available.

Although the COMMAR/A library is based on the ENDF/B-VII library and the burn-up simulation has been done using the JEFF3.1 library, both libraries are based essentially on the same basic nuclear data so it is a reasonable approximation to use the COMMAR/A covariance for a JEFF3.1 calculation. The neutron flux energy spectrum and the reaction rates (for the 33 energy groups) used in the S/U analysis have been obtained by means of MCNPX.

3. Comparison between experimental and predicted results

3.1. Actinides

This section includes the validation results of the simulation with EVOLCODE 2.0 of the ICE experiment. These results are shown as a comparison of the prediction for the number density (atoms per initial metal atoms, IMA) of each isotope with experimental data, as functions of the burn-up. The evolution with burn-up of the number density of the studied actinides can be found at Figs 3-10. For this validation, the burn-up has been estimated in EVOLCODE by means of the ASTM standard procedure described in the bibliography (Forcula, 1996), using $^{146}\text{Nd}$ as a burn-up indicator by means of the number of fissions estimated by the code.

The experimental procedure for the measurement of the burn-up values involves an inaccuracy of 3%–5%. This can be deduced from experiments in which the burn-up has been measured using several methods and/or by several laboratories (Barbero et al., 1979). Since the burn-up is used to compare the experiment with the simulation results, a 4% error bar will be assigned to this magnitude in the figures.

Experimental data has been obtained as averaged values coming from measurements made by four different institutions (Koch and Schoof, 1981). The dispersion between the data of the four laboratories has been expressed as deviation coefficients and computed as the variance of the mean value. The deviation coefficients of the averaged data are also provided in this reference.

These values have been taken as uncertainties in the experimental number density and can be found in the second column of Table 3. This table also shows (third column) the averaged relative difference between the experimental data and the simulation results from EVOLCODE 2.0. The results of the S/U analysis are also included in the table and will be described in detail below.

It should be noted that, for comparison reasons, the experimental results were corrected to the date of the reactor shutdown. This is the case of $^{241}\text{Pu}$ and $^{239}\text{Pu}$, and some fission products that have not been identified in the bibliography. In-pile decay corrections, however, were not applied (Koch and Schoof, 1981). For this reason, the final 53rd cycle (365 days of cooling decay) has been disregarded and not shown in the figures.

There is a very good agreement between the simulation and the experimental data, especially for the actinides with larger amount (number density larger than $10^{-3}$). In particular for the uranium isotopes, the agreement is very good for $^{235}\text{U}$ (shown in Fig. 3) and excellent for $^{238}\text{U}$ (Fig. 5). The averaged discrepancy between the simulation and the experimental data is 2.3% for $^{239}\text{U}$ (compatible with error bars) and 0.023% for $^{238}\text{U}$. The case of $^{236}\text{U}$ can be seen in Fig. 4. For this nuclide, discrepancies around 4–6% way beyond experimental uncertainties can be found. However, our simulation provided results very similar to the numerical simulations obtained in the past with MCNPX/CINDER (Cao et al., 2010). According to this reference, one of the possible factors inducing this discrepancy might be the inconsistency and inaccuracy in the $^{237}\text{U}$ capture cross section databases in the energy range of 30 keV to 1 MeV above the resonance range, showing a 10% discrepancy in the capture cross section between libraries. This special case will be studied in detail in the next sections.

For the plutonium isotopes, the agreement between the simulation and the experimental data is very good as well. Fig. 7 shows the comparison between predicted and experimental data for $^{239}\text{Pu}$. Small sharp variations that can be seen in the simulation curve correspond to radioactive decay-only periods and forthcom-
Table 2
Energy groups of the COMMARA covariance library.

<table>
<thead>
<tr>
<th>Group</th>
<th>Energy interval upper limit (eV)</th>
<th>Group</th>
<th>Energy interval upper limit (eV)</th>
<th>Group</th>
<th>Energy interval upper limit (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.96E+07</td>
<td>12</td>
<td>6.34E+04</td>
<td>23</td>
<td>3.04E+02</td>
</tr>
<tr>
<td>2</td>
<td>1.00E+07</td>
<td>13</td>
<td>4.09E+04</td>
<td>24</td>
<td>1.49E+02</td>
</tr>
<tr>
<td>3</td>
<td>6.07E+06</td>
<td>14</td>
<td>2.48E+04</td>
<td>25</td>
<td>9.17E+01</td>
</tr>
<tr>
<td>4</td>
<td>3.08E+06</td>
<td>15</td>
<td>1.50E+04</td>
<td>26</td>
<td>6.79E+01</td>
</tr>
<tr>
<td>5</td>
<td>2.33E+06</td>
<td>16</td>
<td>9.12E+03</td>
<td>27</td>
<td>4.02E+01</td>
</tr>
<tr>
<td>6</td>
<td>1.35E+06</td>
<td>17</td>
<td>5.53E+03</td>
<td>28</td>
<td>2.62E+01</td>
</tr>
<tr>
<td>7</td>
<td>8.21E+05</td>
<td>18</td>
<td>3.35E+03</td>
<td>29</td>
<td>1.37E+01</td>
</tr>
<tr>
<td>8</td>
<td>4.98E+05</td>
<td>19</td>
<td>2.03E+03</td>
<td>30</td>
<td>8.32E+00</td>
</tr>
<tr>
<td>9</td>
<td>3.02E+05</td>
<td>20</td>
<td>1.23E+03</td>
<td>31</td>
<td>4.00E+00</td>
</tr>
<tr>
<td>10</td>
<td>1.83E+05</td>
<td>21</td>
<td>7.49E+02</td>
<td>32</td>
<td>5.40E+01</td>
</tr>
<tr>
<td>11</td>
<td>1.11E+05</td>
<td>22</td>
<td>4.54E+02</td>
<td>33</td>
<td>1.00E+01</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of $^{235}$U number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 5. Comparison of $^{239}$Pu number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 4. Comparison of $^{238}$U number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 6. Comparison of $^{238}$Pu number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Exposure irradiation periods. Accumulated $^{239}$U and $^{239}$Np decay to $^{239}$Pu during these decay-only periods, causing the small sharp increase. Later, when irradiation continues after the decay-only period, a small decrease appears in the $^{239}$Pu amount until equilibrium is regained in the amount of $^{239}$U (and $^{239}$Np) by captures in $^{238}$U. Differences between calculated and experimental data are smaller than 2.5% in almost all points (average value of 1.9%), meaning that the build-up of this isotope is simulated accurately with EVOLCODE 2.0.

Fig. 8 shows the evolution with burn-up of $^{236}$Pu, for which the simulation curve fit very well with experimental data. The largest simulation–experiment difference can be found at a burn-up of 28.46 Gwd/THM with a value of 4.3% while the averaged difference is 1.2%. For $^{241}$Pu, as shown in Fig. 9, differences are smaller than 6% for all the points (but compatible with experimental error bars) with an averaged difference of 2.7%. For the isotopes with very small amount, the one with the largest deviations is $^{238}$Pu (~24%). A high dispersion in the experimental data can be however seen for this isotope. Considering this, the deviation between the simulation and experimental results would range from 1.5 to 2 times the experimental data fluctuations (rms). Similar results could be found in other simulations of this experiment involving MCNP/LORE or KAPROS (Send, 2005), or the other isotope with low abundance ($^{242}$Pu), the experimental value is underestimated.
by around 6.7%, but compatible with experimental error bars in most points. This nuclei is not present in Table 3 because it is not included in the S/U analysis.

We have only analysed U and Pu isotopes, although results for Am and Cm isotopes have been delivered as well and can be seen in Figs. 11–14. The reason for not considering Am and Cm isotopes in the analysis is that their experimental error bars were not provided. These experimental errors are expected to be high, similar to the ones of $^{239}$Pu, due to their small amount. However, we have found similar results to those published in bibliography for these isotopes (Cao et al., 2010).

3.2. Fission products

The ICE experiment also included the measurement of the isotopic atom ratios of some relevant fission products from elements Kr, Xe and Nd, and the $^{134}$Cs/$^{137}$Cs activity ratio. The evolution with burn-up of these ratios can be found at Figs. 15–18. Again, $^{238}$Nd was used as burn-up indicator. Since experimental data has been measured by only one institution (Koch and Schoof, 1981) and experimental errors were not provided, these figures do not show any error bars but our estimation (obtained by means of the dispersion between adjacent points) is that the uncertainty is of the order of magnitude of some 3%.

Concerning Kr isotopes atom ratios, shown in Fig. 15, the simulation underestimates the experimental result by ~18% for both $^{84}$Kr/$^{83}$Kr and $^{84}$Kr/$^{86}$Kr ratios and by ~90% for $^{83}$Kr/$^{86}$Kr. However, these experimental ratios are incoherent. If we divide $^{84}$Kr/$^{83}$Kr ratio between $^{84}$Kr/$^{83}$Kr ratio, we should obtain $^{83}$Kr/$^{86}$Kr value. According to experimental data, this division should equal around 0.24. Instead, published experimental values for $^{83}$Kr/$^{86}$Kr ratio are around 2.4, making us believe that there is a mistake in the transcription of the experimental data by a factor of ten. Considering this factor, the simulation results and the modified experimental data would show a discrepancy of only ~1.24% for the $^{83}$Kr/$^{86}$Kr atom ratio.

The different results obtained for the Kr isotope ratios lead us to explore the possibility that the fission product yields leading to some of these Kr isotopes could be improved. Let us consider the cumulative fission product yields from the JEFF3.1.1 library, although this value is not used by the code, which only uses independent fission yields. According to the library, the $^{84}$Kr/$^{83}$Kr ratio equals 1.84. Since the $^{83}$Kr capture cross is around 200 barn in thermal spectra, the $^{84}$Kr/$^{83}$Kr experimental atom ratio must be larger than the fission yield theoretical ratio (in agreement with the simulation and the experimental results). Since the $^{84}$Kr/$^{83}$Kr ratio is underestimated by EVOLCODE, this might mean that the fission yields values of the library could overestimate the $^{83}$Kr fission yield or underestimate the $^{84}$Kr fission yield. On the other hand, the $^{84}$Kr/$^{86}$Kr theoretical ratio from the cumulative value equals ~0.51 (close to the simulation results) and no large cross sections are applicable to these isotopes. Since the $^{84}$Kr/$^{86}$Kr ratio is also
Table 3

Results of the application of the COMMARA covariance data to the ICE simulation with EVOLCODE 2.0. Differences have been calculated using the absolute value. Negative signs represent underestimation regarding experimental data.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Experimental data uncertainty (%)</th>
<th>Averaged difference (%) between EVOLCODE and experiment</th>
<th>Uncertainty (%) due to cross sections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pin model</td>
<td>Assembly model</td>
</tr>
<tr>
<td>$^{232}$Th</td>
<td>0.65</td>
<td>2.3</td>
<td>1.8</td>
</tr>
<tr>
<td>$^{233}$U</td>
<td>0.92</td>
<td>-5.5</td>
<td>-5.4</td>
</tr>
<tr>
<td>$^{234}$Th</td>
<td>0.028</td>
<td>0.023</td>
<td>0.025</td>
</tr>
<tr>
<td>$^{239}$Pu</td>
<td>15</td>
<td>-24</td>
<td>-24</td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>2.6</td>
<td>1.9</td>
<td>-1.2</td>
</tr>
<tr>
<td>$^{244}$Pu</td>
<td>2.5</td>
<td>-1.2</td>
<td>-1.2</td>
</tr>
<tr>
<td>$^{241}$Pu</td>
<td>2.4</td>
<td>2.7</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Fig. 11. Comparison of $^{232}$Th number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 12. Comparison of $^{232}$Th number densities obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

underestimated by the simulation, this might suggest that the fission product yields leading to $^{84}$Kr could be underestimated in the library. This rationale is finally strengthened by the fact that the $^{82}$Kr/$^{84}$Kr atom ratio, with no presence of $^{84}$Kr has a discrepancy of only $\sim 1.24\%$ (considering the abovementioned erratum).

Fig. 16 shows a very good agreement between the simulation with EVOLCODE and the ICE experimental data for the Xe isotope atom ratios, for which the averaged discrepancies between simulation and experimental data is around or less than 6%. For Nd atom ratios (Fig. 17) the agreement is excellent for atom ratios $^{146}$Nd/$^{148}$Nd, $^{147}$Nd/$^{148}$Nd, $^{146}$Nd/$^{148}$Nd, and $^{146}$Nd/$^{148}$Nd, with averaged discrepancies less than 2%. However, the isotope atom ratio $^{144}$Nd/$^{148}$Nd shows a discrepancy of $\sim 24\%$. Although the experiment description states that experimental results were corrected to the date of the reactor shutdown for some unidentified fission products, one of the parents of $^{144}$Nd, $^{144}$Ce, has a relatively long half-life of 284.8 d. Results might suggest that the amounts of $^{144}$Nd at the time of the experimental measurement were not corrected, since the values of $(^{144}$Nd$+^{144}$Ce)/$^{148}$Nd taken from the simulation show a discrepancy with experimental data of only $-4\%$.

Finally, Fig. 18 shows an excellent agreement for the $^{134}$Cs/$^{137}$Cs activity ratios, since the averaged discrepancy between the simulation values and experimental data is around 3%, not considering the isolated point located at (29.32 GWD/THM, 1.77) in the figure.

4. Sensitivity/Uncertainty analysis

In the previous section we have found that EVOLCODE 2.0 reproduces the ICE experimental data very satisfactorily. However, for some actinides the obtained mass differences between the sim-
Fig. 15. Comparison of Kr isotopes atom ratios obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 16. Comparison of Xe isotopes atom ratios obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 17. Comparison of Nd isotopes atom ratios obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

Fig. 18. Comparison of $^{134}$Cs/$^{137}$Cs activity ratio obtained with EVOLCODE 2.0 and experimental data as function of burn-up.

also allows estimating the contribution of each energy group to the total uncertainty. These contributions have also been estimated and will be mentioned in the text when appropriate.

The first step is to apply the classical approach consisting in propagating the cross section uncertainties considering only the explicit dependence of the neutron flux on the cross sections. A second step will be taking into account the implicit dependence of the neutron flux normalization in the formulation. Finally, the effect of the geometry model will be assessed. It has to be noted that the methodology described and used here has been developed externally to the EVOLCODE 2.0 system. Implementing it inside EVOLCODE is considered as future work, and the possibility of using ACAB to this purpose will be considered.

4.1. Classical approach

The uncertainties in the final isotopic composition propagated from the cross sections using the abovementioned classical methodology are shown in the fifth column of Table 3. Additionally, Table 4 shows the contribution to the variance in the actinide inventory due to the uncertainty in each potentially relevant isotope/cross section after burn-up.

For the main Pu isotopes, uncertainties propagated from the cross sections and simulation-experiment discrepancies are generally smaller than the experimental data uncertainties (excepting $^{239}$Pu whose case will be described in detail later), so it is reasonable to believe that the simulation data discrepancies are caused by the dispersions in the experimental measurements. It has to be noted that, for $^{240}$Pu and $^{241}$Pu, the contribution to the variance of $^{238}$U is larger than the contribution of $^{239}$Pu. This is a consequence of the saturation in the amount of $^{239}$Pu after a certain burn-up (shown in Fig. 7), so that the relevant magnitude to that variance becomes the continual creation of $^{239}$Pu (given by captures in $^{238}$U) instead of reactions in $^{239}$Pu itself.

Each uranium isotope shows a different behaviour. The averaged difference between the simulated and the experimental data for $^{238}$U is smaller than the other uncertainty sources. On the contrary, for $^{235}$U, the uncertainty propagated from the cross section has a very low value, 0.35%, smaller than the experimental data uncertainty. This indicates that the small discrepancy between the EVOLCODE results and the experimental data must be caused for other reasons, possibly: (a) the 4% experimental uncertainty in the burn-up; (b) the impact of considering the implicit dependence of the neutron flux normalization; (c) the complexity of the geometrical model; or (d) an underestimation of $^{235}$U reaction uncertainties in the database. The fact that other relevant nuclides do not show this behaviour makes us disregard the possibility that
### Table 4

<table>
<thead>
<tr>
<th>Variance (%) due to</th>
<th>Isotope</th>
<th>$^{235}\text{U}$</th>
<th>$^{236}\text{U}$</th>
<th>$^{238}\text{U}$</th>
<th>$^{239}\text{Pu}$</th>
<th>$^{240}\text{Pu}$</th>
<th>$^{241}\text{Pu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{235}\text{U} \phi + \gamma$</td>
<td>0.0</td>
<td>91.6</td>
<td>0.0</td>
<td>1.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{237}\text{U} \phi + \gamma$</td>
<td>0.0</td>
<td>84.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{238}\text{U} \phi + \gamma$</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{239}\text{Np} \phi + \gamma$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{239}\text{Pu} \phi + \gamma$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{240}\text{Pu} \phi + \gamma$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^{241}\text{Pu} \phi + \gamma$</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total variance $(\sigma^2)$</td>
<td>1.00E+09</td>
<td>4.60E+09</td>
<td>7.17E+08</td>
<td>5.78E+11</td>
<td>3.72E+09</td>
<td>1.60E+09</td>
<td>7.40E+10</td>
</tr>
</tbody>
</table>

1. For a given isotope, cross correlations between cross sections are so strong that considering these cross sections separately loses sense. In case that the usual procedure is applied separating these cross sections, negative contributions to the variance of some nuclides could appear.

The experimental uncertainty in the burn-up -a) is responsible. Additionally Table 4 shows that the main contributing reaction to the uncertainty in $^{235}\text{U}$ is the $^{235}\text{U} \phi + \gamma$ reactions (the two most thermal groups with a contribution of about 76%). This uncertainty might cause that the burn-up were not well calculated but this result is not shown in the other isotopes so we disregard d) as well. The other possible causes will be explored in the following sections.

For the other isotopes, $^{236}\text{U}$ and $^{238}\text{Pu}$, the averaged deviation between EVOLCODE and experiment is larger than both experimental and cross section uncertainties. Nuclide $^{236}\text{U}$ has a large experiment-simulation discrepancy (underestimation of around 5.5%) not justifiable by the propagation of the cross section uncertainties (1.8%). According to Table 4, the main contributing reaction to this uncertainty is $^{235}\text{U} \phi + \gamma$. In Cao et al. (2010), a similar underestimation for this isotope was found with MCNPX/GINDER for the simulation of C.E. According to this reference, one of the possible factors inducing this discrepancy might be the inconsistency and inaccuracy in the $^{235}\text{U} \phi + \gamma$ cross section databases in the energy range of 30 keV to 1 MeV above the resonance range, showing a 10% discrepancy in the capture cross section between libraries. However, according to our S/U analysis, the main contributors to the $^{236}\text{U}$ uncertainty are the two most thermal groups (see Table 2) from $^{235}\text{U} \phi + \gamma$, with a contribution of almost 80% of the total as shown in Fig. 19. This makes us disregard the previous possibility. Unfortunately, this result shows that the COMMARA covariance database is insufficient for a complete S/U analysis of a light water-cooled reactor, since it provides the energy region responsible of the largest uncertainty but not a (small enough) energy group for which the uncertainty should be reduced. On the other hand, this result does provide a real motivation to improve the database subdivision in groups so that this kind of studies can be improved.

As possible sources of this discrepancy, the complexity of the geometrical model (leading to a possible small change in the thermal spectrum with effect in the $^{235}\text{U} \phi + \gamma$ resonance centered at 0.027 eV) and the impact of considering the implicit dependence of the neutron flux normalization will be explored in the following sections. It has to be noted that valuations made with other different experiments show that the final content of $^{236}\text{U}$ can be correctly reproduced (San-Felice et al., 2012).

Nuclide $^{238}\text{Pu}$ also has a simulation-experiment discrepancy (~24%) larger than both the experimental uncertainty (15%) and the cross section-propagated uncertainty (6%). Table 4 shows that the contribution to the cross section-propagated uncertainty due to the parent isotopes (mainly $^{236}\text{U}$ and $^{237}\text{Np}$) is around 32%. The other ~68% is due to the $^{239}\text{Pu} \phi + \gamma$ uncertainty, particularly the two most thermal energy groups. The contribution to the uncertainty for each isotope and energy group can be seen in Fig. 20. Since $^{236}\text{U}$ is the gateway for the creation of this isotope, it is reasonable that its amount is underestimated as the parent isotope, although this is not enough to justify the discrepancy between simulation and experimental data. The impact of the complexity of the geometrical model and of considering the implicit dependence of the neutron flux normalization will be explored in the following sections. It should be taken into account that simulation and experimental data are compatible (smaller than 1 sigma considering both abscissa and ordinate) in most points considering all the uncertainties.

### 4.2. Impact of the implicit dependence of the neutron flux normalization

The sixth column of Table 3 shows the uncertainties in the final inventory considering the implicit dependence of the neutron flux normalization on the cross sections as described in Section 2.2.2. The different contributions to the variance in the actinide inventory due to the uncertainty in each potentially relevant isotope/cross section after burn-up are shown in Table 5. In this table, the cumulative fission product yields leading to $^{144}\text{Nd}$ from fissions of $^{236}\text{U}$ and $^{238}\text{Pu}$ are also included as additional possible uncertainty sources, since their uncertainty is provided in the JEFF3.1.1 data library. Values for the cumulative fission product yields lead-
Fig. 20. Contribution to the uncertainty of \(^{239}\text{Pu}\) per energy group. Given the high correlation, the two groups with lower energies have been joined for this graph. Remaining correlations make up the sum of the groups contributions slightly different from 100%.

The uncertainty from \(^{148}\text{Nd}\) taken in this work are \(1.68 \times 10^{-2} \pm 1.2 \times 10^{-4}\) and \(1.66 \times 10^{-2} \pm 1.7 \times 10^{-4}\) respectively for \(^{235}\text{U}\) and \(^{239}\text{Pu}\).

Some differences arise due to considering the implicit dependence of the neutron flux normalization as shown in this table. Every reaction having an impact in the burn-up has a certain impact in the variance of almost every isotope. These reactions are \(^{235}\text{U}\) fission and capture, \(^{239}\text{U}\) capture, \(^{239}\text{Pu}\) fission and capture and the cumulative fission product yields leading to \(^{148}\text{Nd}\). The main reaction is neutron capture in \(^{235}\text{U}\), having a significant impact in \(^{235}\text{U}\) isotope but also in the \(^{239}\text{U}\) isotope. Also, the uncertainties in both cumulative fission product yields leading to \(^{148}\text{Nd}\) are also significant, mainly for \(^{238}\text{Pu}\) and other isotope due to their larger dependence with burn-up during the irradiation. This suggests that for a reduction in the impact from the cross section uncertainties, in addition to a reduction in the cross sections uncertainties, is necessary that the uncertainty in the cumulative fission product yields leading to \(^{148}\text{Nd}\) also be reduced.

The main differences regarding the classical approach can be found for the \(^{239}\text{U}\) isotopes in particular for \(^{235}\text{U}\) with a crucial increase in uncertainty due to cross sections up to 1.2% instead of 0.3%, obtained with the classical methodology. Using the new methodology the uncertainty due to cross sections is larger than the experimental uncertainty (0.6%) and significantly closer to the simulation-experiment discrepancy (with a value of 2.3%), so it helps to explain this discrepancy. In the classical approach, the main contributing reaction to the \(^{235}\text{U}\) uncertainty was the \(^{235}\text{U}\) fission reaction. On the contrary, in the new methodology this reaction has minor importance and other contributors arise as \(^{239}\text{U}\) capture and the cumulative fission product yields. The addition of the new contributions is the cause of the increase in the \(^{235}\text{U}\) final uncertainty, as can be seen in the values of the total variance in this isotope inventory, with an increase of more than an order of magnitude (from \(10^{-4}\) to \(1.33 \times 10^{-2}\)).

For \(^{236}\text{U}\), the uncertainty due to the cross sections also increases, from 1.8% to 2.2%, but it is still not enough to justify the simulation-experiment discrepancy of 5.5%. For \(^{238}\text{U}\) and the \(^{242}\text{Pu}\) isotopes (and in particular for \(^{238}\text{Pu}\)), this methodology introduces negligible or very small effects.

4.3. Impact of the geometrical model

In this section, the effect of the geometry model in the simulation of the ICE experiment is assessed. A more sophisticated geometry (as a fuel assembly slice) has been implemented as described in Section 2.3.2. Results with this geometry model are included in Table 3, column four. As shown in the table, this geometry model has a significant impact for the fissile species \(^{235}\text{U}\), \(^{239}\text{Pu}\) and \(^{241}\text{Pu}\), and negligible impact for the others. For these isotopes the averaged difference between the simulation results and the experimental data is considerably reduced regarding the simulation with the pin model, meaning that the energy spectrum of the neutron flux is better estimated.

For the particular case of \(^{235}\text{U}\), the averaged simulation-experiment discrepancy is reduced from 2.3% to 1.8% compatible (smaller than 1 sigma) with the experimental uncertainty plus the full uncertainty from nuclear data. For \(^{239}\text{Pu}\), the new value of the simulation-experiment discrepancy is equal to the uncertainty coming from the cross sections, meaning that this isotope is excellently reproduced with this geometry model. For the other fissile species, \(^{241}\text{Pu}\), the averaged simulation-experiment difference using the pin model was already similar to the experimental uncertainty and the cross section uncertainty.

For the particular cases of \(^{236}\text{U}\) and \(^{239}\text{Pu}\), no significant effect is found from the use of this alternative geometrical model.

4.4. Discussion

In the previous sections we have analyzed in depth the cases of those isotopes \(^{235}\text{U}\), \(^{239}\text{U}\) and \(^{239}\text{Pu}\) for which the difference between the ELOCODE results and the experimental data is larger than the other uncertainty sources. In particular, we have explored separately the possible impacts of considering the implicit dependence of the neutron flux normalization in the S/I analysis and the

<table>
<thead>
<tr>
<th>Variance (%) due to</th>
<th>Isotope</th>
<th>(^{235}\text{U})</th>
<th>(^{238}\text{U})</th>
<th>(^{239}\text{U})</th>
<th>(^{239}\text{Pu})</th>
<th>(^{240}\text{Pu})</th>
<th>(^{241}\text{Pu})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{235}\text{U}) (n,f + γ)</td>
<td>8.3</td>
<td>6.6</td>
<td>2.1</td>
<td>2.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.3</td>
</tr>
<tr>
<td>(^{238}\text{U}) (n,γ)</td>
<td>0.0</td>
<td>5.7</td>
<td>0.0</td>
<td>13.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(^{238}\text{U}) (n,γ)</td>
<td>34.2</td>
<td>10.4</td>
<td>44.3</td>
<td>2.0</td>
<td>90.1</td>
<td>16.0</td>
<td>33.3</td>
</tr>
<tr>
<td>(^{239}\text{Pu}) (n,γ)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>15.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(^{240}\text{Pu}) (n,γ)</td>
<td>2.2</td>
<td>0.8</td>
<td>2.3</td>
<td>0.1</td>
<td>9.9</td>
<td>5.2</td>
<td>21.6</td>
</tr>
<tr>
<td>(^{241}\text{Pu}) (n,γ)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>78.6</td>
<td>7.9</td>
<td>7.9</td>
</tr>
<tr>
<td>(^{242}\text{Pu}) (n,γ)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>6.0</td>
<td>0.0</td>
</tr>
<tr>
<td>(^{243}\text{Pu}) (n,γ)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Yield from (^{235}\text{U})</td>
<td>34.8</td>
<td>10.6</td>
<td>32.3</td>
<td>2.0</td>
<td>0.0</td>
<td>0.1</td>
<td>23.4</td>
</tr>
<tr>
<td>Yield from (^{238}\text{U})</td>
<td>20.3</td>
<td>6.2</td>
<td>18.9</td>
<td>1.2</td>
<td>0.0</td>
<td>0.1</td>
<td>2.8</td>
</tr>
<tr>
<td>Total (g²)</td>
<td>1.32E-08</td>
<td>6.75E-09</td>
<td>4.75E-08</td>
<td>6.13E-11</td>
<td>2.63E-09</td>
<td>1.56E-09</td>
<td>6.27E-10</td>
</tr>
</tbody>
</table>
complexity of the geometrical model. In this section, a general discussion for each isotope will be made.

Although Table 3 shows the information about the experimental, simulation and cross section-propagated uncertainties, this information is also shown in Fig. 21 to improve understandability. For each isotope, the grey area represents the experimental uncertainties. Two points are included for each isotope as well. The one to the left represents the averaged difference (in %) between the simulation results and the experimental data using the pin model and the one to the right shows this value for the assembly geometry model. Surrounding each point, the squared area represents the uncertainty due to the cross sections applying the classical model while the error bars represent the cross section uncertainty applying the new methodology, i.e., taking into account the implicit dependence of the neutron flux normalization in the cross sections uncertainty. This has been calculated only for the pin model. For the case of $^{239}$U, the pin model uncertainty bar has also been drawn in the figure as an extrapolation for the assembly model in order to show every possible uncertainty for that case.

For $^{235}$U, the uncertainty propagated from the cross section using the classical methodology has a very low value, 0.35%, smaller than the experimental data uncertainty of 0.65% and the simulation-experiment difference of 2.3%. On the one hand, taking into account the implicit dependence of the neutron flux normalization, the uncertainty propagated from the cross sections rises to 1.2% due to the additional contributions to the $^{235}$U variance of the uncertainties propagated from $^{238}$U capture and the cumulative fissile product yields leading to $^{144}$Nd. On the other hand, the simulation using a geometry model of an assembly slice provides a smaller simulation-experiment difference of 1.8% since the energy spectrum of the neutron flux is better estimated. Considering each of these calculations alone, none is enough to explain why the simulation-experiment difference is larger than the experimental uncertainty. However, when both rationales are taken into account together, the simulation-experiment difference is of the same order of magnitude that the uncertainty propagated from the cross sections, and compatible with the experimental uncertainty.

Regarding $^{236}$U, the experiment-simulation difference (~5.5%) is larger than the experimental uncertainty (0.92%) and the uncertainty due to the cross sections (1.8%). According to our S/U analysis, the main contributors to the $^{236}$U uncertainty are the two most thermal groups from $^{235}$U (n,γ), with a contribution of almost 72% of the total. It has to be mentioned that this energy group subdivision in the thermal region is insufficient for a complete S/U analysis of a light water-cooled reactor, since it provides the energy region responsible of the largest uncertainty but not a (small enough) energy group for which the uncertainty should be reduced. This result should be seen as a real motivation to improve the database subdivision in groups so that this kind of studies can be improved. Considering the implicit dependence of the neutron flux normalization in the calculations, the uncertainty due to the cross sections rises to 2.2%, still a small value compared with the experiment-simulation discrepancy. Besides, the simulation using a geometry model of an assembly slice provides an averaged experiment-simulation discrepancy very close to the pin-model one, ~5.4%. As a conclusion, the source of the averaged experiment-simulation discrepancy of $^{236}$U cannot be explained with the procedures used here. Although it has been shown in the bibliography that the final content of this isotope can be correctly reproduced with simulations in other experiments, for the ICE experiment similar underestimation for this isotope have been found with other simulation codes. This issue requires further research.

A similar conclusion can be achieved for $^{238}$Pu. In this case, the averaged experiment-simulation difference of ~24% is larger than both the uncertainty due to the cross sections (6.0%) and the experimental uncertainty (15%). Since $^{238}$U is the gateway for the creation of this isotope, it is reasonable that the amount of $^{238}$Pu is underestimated as the parent isotope (~5.5%), although this does not fully justify the observed discrepancy. Neither considering the implicit dependence of the neutron flux normalization nor making a simulation with an assembly model help to explain this issue, since these methodologies provide values of the uncertainties very similar to the previous ones. It has to be noted that a similar underestimation in the final amount of this isotope was also found in other simulations of this experiment involving MCNPX/CINDER or KAPROS. It should also be taken into account that simulation and experimental data are compatible (1.5 sigmas) considering the error bar assigned to the atom densities and to the experimental burn-up points. However, results for this isotope require further research.

For the other nuclides, $^{238}$U, $^{239}$Pu, $^{240}$Pu and $^{241}$Pu, the figure shows that simulation and experimental values are compatible within the experimental and the cross section uncertainties, showing even better agreement in the case of the simulation with an assembly model for the fissile isotopes. For the minor actinides Am and Cm, although they have not been included in this analysis, we have found similar results to those published in bibliography.

5. Conclusions

The ICE experiment has been satisfactorily simulated using the EVOLOCODE 2.0 simulation system as an on-going effort to validate and upgrade this tool. Despite the very simple geometrical model of the reactor, the agreement between calculated and experimental data is excellent for most actinides, mainly those with a larger amount, and also for many fission products, compared as isotope ratios.

In particular for the uranium isotopes, the agreement is very good for $^{235}$U (difference of 2.3% with experimental data) and excellent for $^{238}$U (0.023%). For the plutonium isotopes, the agreement between the simulation and the experimental data is very good as well, with differences smaller than 3% for the main isotopes. On the other hand, discrepancies larger than experimental and cross sections induced uncertainties appear for $^{236}$U and $^{238}$Pu (around ~5.5% and ~23% respectively). Similar results can be however found in bibliography for these isotopes in other simulations of this experiment.
For fission reactions in which the rEvolCODE reproduces very satisfactorily the experimental isotope ratios for Kr, Xe and Nd elements and for the $^{134}$Cs/$^{137}$Cs activity ratio. More than that, we have provided some hints for the improvement of both the JEFF3.1.1 fission yield library and the experimental results. In particular, fission yields leading to $^{84}$Kr seem to be underestimated in the database, since both isotope ratios $^{84}$Kr/$^{86}$Kr and $^{84}$Kr/$^{88}$Kr are equally underestimated ($\sim$18%) while $^{85}$Kr/$^{86}$Kr atom ratio, with no presence of $^{86}$Kr, has a discrepancy of only $\sim$12.4%.

Concerning the experimental results, data for Kr ratios shows an inconsistency suggesting that the values of $^{85}$Kr/$^{86}$Kr have to be divided by a factor 10. Additionally, although the experiment description states that experimental results were corrected to the date of the reactor shutdown, results suggest that the amounts of $^{146}$Nd at the time of the experimental work were not corrected, since the values of $(^{146}$Nd/$^{144}$Ce)/$^{146}$Nd taken from the simulation show a discrepancy with experimental data of only $\sim$4% instead of $\sim$24% for the amount of $^{146}$Nd/$^{144}$Nd.

In addition, a Sensitivity/Uncertainty analysis considering the cross sections uncertainties and correlations was developed to analyze the evolution of the remaining discrepancies between the EVOLCODE results and the experimental data of the ICE experiment. For most isotopes, uncertainties propagated from the cross sections and simulation-experiment differences are generally smaller than the experimental data uncertainties, so the simulation-experiment differences are caused by the discrepancies in the experimental measurements.

The difference between the EVOLCODE results and the experimental data is larger than the estimated uncertainty for these isotopes: $^{235}$U, $^{239}$U and $^{240}$Pu. To analyse their cases in depth, a new methodology in the S/U analysis has been developed, accounting for the implicit dependence of the neutron flux normalization. Additionally, the complexity of the geometrical model has also been assessed.

The improved S/U methodology, neglected in this kind of studies, has proven to be an important contribution to the explanation of the difference between the simulation and the experimental data of $^{235}$U. The uncertainty propagated from the cross sections increases from 0.35% to 1.2% due to the additional contributions of the uncertainties propagated from $^{238}$U capture and the cumulative fission product yields leading to $^{148}$Nd (both cumulative fission product yields leading to $^{148}$Nd is significant for U isotopes because of their larger dependence with burn-up during the irradiation). Uncertainties of reactions having an impact in the burn-up have proven to impact in the variance of almost every isotope. Besides, the simulation using a geometry model of an assembly slice provides a smaller simulation-experiment difference of 1.8% since the energy spectrum of the neutron flux is better estimated. Taking both elements together the $^{235}$U estimation from EVOLCODE becomes compatible with the experimental data for the ICE experiment.

For the cases of $^{239}$U and $^{240}$Pu, no significant improvement was found neither from the use of the new methodology nor from the alternative geometrical model. On the other hand, for the ICE experiment similar underestimations have been found with other simulation codes, although it has been shown in the bibliography that the final content of these isotopes can be correctly reproduced with simulations in other experimental benchmarks. This issue requires further research.

Additionally, the reaction and energy group responsible of the uncertainties have also been estimated for these isotopes. However, the energy group subdivision in the thermal region is not enough to suggest a small enough energy group for which a reduction in its reaction cross section uncertainty. This issue should be seen as a motivation to improve the database subdivision in groups so that this kind of studies can be improved.

Finally, it can be concluded that the EVOLCODE 2.0 simulation system is able to reproduce satisfactorily the isotopic composition of a PWR, even with a simple geometrical model. In the ICE experiment the burn-up reached around 30 GWD/TU. Other experimental data are required for the validation of the code for deeper burn-up simulations.
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