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ABSTRACT
The impact of the Parkinson’s disease and its treatment on the patients’ health-related quality of life can be estimated either by means of generic measures such as the European quality of Life-5 Dimensions (EQ-5D) or specific measures such as the 8-item Parkinson’s disease questionnaire (PDQ-8). In clinical studies, PDQ-8 could be used in detriment of EQ-5D due to the lack of resources, time or clinical interest in generic measures. Nevertheless, PDQ-8 cannot be applied in cost-effectiveness analyses which require generic measures and quantitative utility scores, such as EQ-5D. To deal with this problem, a commonly used solution is the prediction of EQ-5D from PDQ-8. In this paper, we propose a new probabilistic method to predict EQ-5D from PDQ-8 using multi-dimensional Bayesian network classifiers. Our approach is evaluated using five-fold cross-validation experiments carried out on a Parkinson’s data set containing 488 patients, and is compared with two additional Bayesian network-based approaches, two commonly used mapping methods namely, ordinary least squares and censored least absolute deviations, and a deterministic model. Experimental results are promising in terms of predictive performance as well as the identification of dependence relationships among EQ-5D and PDQ-8 items that the mapping approaches are unable to detect.
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INTRODUCTION

Parkinson’s Disease (PD) is a neurodegenerative disorder characterized by motor manifestations (bradykinesia, rest tremor and balance impairment) and nonmotor symptoms (depression, psychosis and sleep disturbance).¹ Health-related quality of life (HRQoL) is a patient-reported outcome reflecting the PD impact on the physical, mental, functional and social aspects of life which are important for the individual.²

HRQoL measures can be categorized into generic and specific. Generic measures are usable in general populations and in any disorder. The European Quality of Life-5 Dimensions (EQ-5D) is considered a valid generic preference-based HRQoL instrument and is recommended for evaluation of HRQoL in PD.³⁻⁵ EQ-5D contains five items: mobility, self-care, usual activities, pain/discomfort and anxiety/depression, each has three options of response: no problems, some problems and severe problems. Hence, the number of all possible EQ-5D item value combinations is 2⁴³. Each possible combination corresponds to a health state, which can be then quantified using a utility score, a.k.a. utility index. Based on the UK scoring system, this utility score may range from −0.594 (i.e. worse health state where all EQ-5D items report severe problems) to 1 (i.e. best health state where all EQ-5D items report no problems).⁶⁻⁸

On the contrary, specific measures are usable only in the population for which they were designed and cover the most important areas of interest in that setting. The 8-item Parkinson’s disease questionnaire (PDQ-8) is defined as the short version of the PDQ-39 and is recommended for use in PD patients.⁹ It includes 8 items represented in Table 1. Each item represents a domain of the PDQ-39 (i.e. mobility, activities of daily living, emotional well-being, social support, cognition, communication, bodily discomfort and stigma), and scores on a five-point scale: never, occasionally, sometimes, often and always.¹⁰

In clinical studies, PDQ-8 could be used in detriment of EQ-5D due to the excessive burden for the respondents to assess two questionnaires simultaneously, or the lack of resources and time. This also may be due to the lack of the clinical interest in generic measures, and the relative difficulty for the calculation of EQ-5D utility index and the interpretation of its outcomes. Nevertheless, PDQ-8 cannot be directly applied in cost-effectiveness analyses which require generic measures and quantitative utility scores, such as EQ-5D. To deal with this problem, a commonly used solution is the prediction of EQ-5D from disease-specific measures. For instance, several studies have been proposed to map the EQ-5D utility score from the Health Surveys SF-12¹²⁻¹³ and SF-36.¹⁴ Moreover, in a more related work, Cheung et al.¹⁵ developed several functions for generating the EQ-5D utility index from PDQ-8.

Most of these studies were mainly based on ordinary least squares (OLS) or censored least absolute deviation (CLAD) regression methods. However, Le and Doctor¹⁶ recently discussed certain limitations of these regression methods (such as predictive values outside the range of the EQ-5D utility scores and ceiling/floor effects) and proposed a probabilistic mapping of Health Surveys SF-12 into EQ-5D using Bayesian networks. Specifically, Le and Doctor proved that Bayesian networks consistently outperformed the commonly used regression methods and pointed out the merits of the Bayesian network graphical component, which may be useful for researchers in further investigating the correlational relationships among generic and specific measures.

In this study, we propose a new probabilistic approach to predict EQ-5D from PDQ-8 using multi-dimensional Bayesian network classifiers (MBCs). Contrary to Le and Doctor’s method, which learns an independent Bayesian network for each EQ-5D item, our approach builds a single MBC identifying interactions among all variables involved in EQ-5D and PDQ-8. In fact, taking into account the dependence relationships among EQ-5D items is crucial for both better prediction performance and graphical structure interpretation.

We evaluate our approach on a PD data set containing 488 patients, and compare it against two different Bayesian network-based approaches, namely class-bridge decomposable MBC (CB-MBC) and independent Markov blankets (IndepMBs), as well as against the models proposed by Cheung et al.,¹⁵ i.e. OLS-1, OLS-2, CLAD and the Deterministic model. Experimental results are promising in terms of the predictive performance and the identification of probabilistic dependence relationships between EQ-5D and PDQ-8 items that other mapping approaches are unable to detect.

MATERIALS AND METHODS

Materials

Bayesian networks

A Bayesian network¹⁶,¹⁷ over a set of discrete variables $U = \{X_1, \ldots, X_n\}$, $n \geq 1$, is a probabilistic graphical model. Its first component $G$ is a directed acyclic graph (DAG) where nodes correspond to variables in $U$ and arcs represent probabilistic conditional dependencies...
among these variables. Its second component is the parameters that define the set of conditional probability distributions of each variable $X_i$ given the set of its parents $\mathbf{Pa}(X_i)$ in $\mathcal{G}$, i.e., those nodes directly directed to $X_i$. A Bayesian network defines a joint probability distribution factorized according to its structure $\mathcal{G}$:

$$p(X_1, \ldots, X_n) = \prod_{i=1}^{n} p(X_i | \mathbf{Pa}(X_i)).$$  \hspace{1cm} (1)$$

**Example 1.** Figure 1 shows an example of a Bayesian network including five binary variables. For instance, node $B$ has only node $A$ as parent, and thus its probability distribution is conditioned only on the values of $A$. The joint probability distribution corresponding to this Bayesian network can be then computed as:

$$p(A; B; C; D; E) = p(A) \cdot p(B | A) \cdot p(C | A) \cdot p(D | B, C) \cdot p(E | C).$$

Moreover, an important notion of Bayesian networks is the Markov blanket. The Markov blanket for a variable $X$, denoted $MB(X)$, is the minimal set of variables conditioned by which $X$ is conditionally independent of all the remaining variables. Graphically, $MB(X)$ consists of the union of the set of parents, children and parents of children (i.e., spouses) of $X$ in $\mathcal{G}$. For instance, in Fig. 1, the Markov blanket of variable $B$ includes its parent $A$, its child $D$ and its spouse $C$; that is, $MB(B) = \{A, D, C\}$ that renders every other variable irrelevant to $B$.

**Multi-dimensional Bayesian network classifiers**

In our study, the prediction of EQ-5D values from PDQ-8 is modeled as a multi-dimensional classification problem where each instance given by an input vector of 8 features $x = (x_1, \ldots, x_8)$ (i.e. PDQ-8) has to be associated with a predicted vector of 5 class values $c = (c_1, \ldots, c_5)$ (i.e. EQ-5D). To deal with this problem, we use MBCs.

An MBC is a Bayesian network where the structure $\mathcal{G}$ has a restricted topology. The set of $n$ nodes is partitioned into two subsets: $d$ class variables (in our case, the EQ-5D items to be predicted), $d \geq 1$, and $m$ feature variables (in our case, the PDQ-8 items), $m \geq 1$ and $d + m = n$. The structure $\mathcal{G}$ is partitioned into three different subgraphs: class subgraph representing the dependence relationships between class variables, bridge subgraph representing the dependence relationships between class and feature variables, and feature subgraph representing the dependence relationships between feature variables. Similar to general Bayesian networks, the parameters of an MBC consist of the conditional probability distribution of each variable given the set of its parents in the structure $\mathcal{G}$.

Classification with an MBC under a 0-1 loss function is equivalent to solving the most probable explanation (MPE) problem which consists in finding the most likely instantiation of the vector of class variables $c^* = (c_1^*, \ldots, c_d^*)$ given an evidence about the input vector of feature variables $x = (x_1, \ldots, x_m)$. More formally, for a given observed evidence $x$, we have to determine

$$c^* = \arg \max_{c_1^*, \ldots, c_d^*} p(C_1 = c_1, \ldots, C_d = c_d | x).$$  \hspace{1cm} (2)$$

**Example 2.** An example of an MBC structure with its different subgraphs is shown in Fig. 2. It contains three class variables $\{C_1, C_2, C_3\}$, and five features variables.
The MB-MBC algorithm

Let $D$ be a data set of $N$ instances containing a value assignment for each variable $X_1, \ldots, X_m, C_1, \ldots, C_d$, that is, $D = \{(x^{(1)}, c^{(1)}), \ldots, (x^{(N)}, c^{(N)})\}$. Our approach, named Markov blanket MBC (MB-MBC), aims to find an MBC that best describes the dependence relationships in the available data set. It firstly consists of determining the Markov blanket around each class variable using the HITON algorithm and then specifying the directionality over the MBC subgraphs.

The HITON algorithm has been proposed by Aliferis et al.\textsuperscript{21,22} Briefly, it identifies the Markov blanket of a variable $X$, based on statistical independence tests, in a two-phase scheme:

- HITON-PC: determines the parents and children of $X$, denoted $PC(X)$.
- HITON-MB: initializes the Markov blanket set of $X$, denoted $MB(X)$, with $PC(X)$; then identifies and includes in $MB(X)$ the rest of the parents of the children of $X$ (i.e. the spouses of $X$).

In our case, with more than one class variable, the first step in MB-MBC is to apply the HITON algorithm to each class variable $C_i$ to determine its Markov blanket $MB(C_i)$. Then, the second step is to induce the MBC graphical structure based on the results of the HITON algorithm as follows:

- **Class subgraph**: we firstly insert an edge between each class variable $C_i$ and any class variable belonging to its parents-children set $PC(C_i)$. Then, we direct all these edges using the PC algorithm’s edge orientation rules.\textsuperscript{23} This allows to identify the set of class parents and class children belonging to the Markov blanket of $C_i$.
- **Bridge subgraph**: this is built by inserting an arc from each class variable $C_i$ to every feature variable belonging to $PC(C_i)$, and specifies thereby the set of feature children belonging to the Markov blanket of $C_i$.
- **Feature subgraph**: this consists of determining the set of spouses of $C_i$. In fact, for every feature $X$ in the set $MB(C_i) \setminus PC(C_i)$, i.e. for every spouse $X$ of $C_i$, we insert an arc from $X$ to the corresponding common child given by $PC(X) \cap PC(C_i)$.

**Example 3.** Let us assume that we apply HITON algorithm to a data set coming out of the MBC structure of Fig. 2. By the end of HITON-PC and HITON-MB algorithms, we identify, respectively, the parents-children and the Markov blanket sets of each class variable:

- $PC(C_1) = \{C_2, C_3, X_2, X_4\}; \quad MB(C_1) = PC(C_1)$
- $PC(C_2) = \{C_1, X_1, X_2\}; \quad MB(C_2) = \{C_1, C_3, X_1, X_2, X_4\}$
- $PC(C_3) = \{C_1, X_3, X_5\}; \quad MB(C_3) = \{C_1, C_2, X_2, X_3, X_5\}$

Next, we specify the three MBC subgraphs as follows:

- **Class subgraph**: edges are inserted between the class variables $C_1$, $C_2$ and $C_3$. Then, using the PC algorithm’s edge orientation rules, these edges are directed from $C_2$ and $C_3$ to $C_1$.
- **Bridge subgraph**: arcs are inserted from $C_1$ to $X_2$ and $X_4$; from $C_2$ to $X_1$ and $X_2$; and from $C_3$ to $X_3$ and $X_5$.
- **Feature subgraph**: given that $MB(C_2) \setminus PC(C_2) = \{X_4\}$, an arc is inserted from spouse $X_4$ to the common child $X_1$ determined by $PC(X_4) \cap PC(C_2) = \{X_1\}$. Similarly, given that $MB(C_3) \setminus PC(C_3) = \{X_2\}$ and $PC(X_2) \cap PC(C_3) = \{X_3, X_5\}$, arcs are inserted from $X_2$ to $X_3$ and $X_5$.
Experiments

Data

The used Parkinson’s data set was obtained from an international multipurpose database collected by the National Center of Epidemiology, Carlos III Institute of Health, Madrid. Patients with diagnosis of PD by neurologists with expertise in movement disorders, and according to internationally recognized diagnostic criteria, were followed up in movement disorder clinics. Patients in all stages of PD (Hoehn and Yahr 1 to 5) were included.

In total, the analyzed data set contains N = 488 patients, where 59.43% are male and 40.57% are female, and the average age for all patients is 65 years old (minimum = 30, maximum = 89). For each patient, we have information about the PDQ-8 items represented in Table 1 (i.e. 8 feature variables) with values ranging from 0 (never) to 4 (always); and the corresponding EQ-5D (i.e. 5 class variables) with values ranging from 1 (no problems) to 3 (severe problems).

Our objective is to simultaneously predict the 5 class values of EQ-5D from PDQ-8 using MB-MBC algorithm. Given the EQ-5D values, to complement them, the corresponding utility index could also be computed using the UK general scoring system. For instance, let us assume that we obtain an EQ-5D equal to $1$, indicating that the considered patient has no problems with mobility and self-care; some problems with usual activities and pain/discomfort; and severe problems with anxiety/depression. Based on UK scoring system, EQ-5D utility index is $1 - 0.081 - 0.036 - 0.123 - 0.236 - 0.269 = 0.255$.

Comparing methods

We compared MB-MBC against the following methods:

- Class-bridge decomposable MBC (CB-MBC): learns MBCs based on a greedy forward selection wrapper approach optimizing the accuracy of the model given the training data set.
- Independent Markov blankets algorithm (IndepMBs): learns independently a Bayesian network classifier for each class variable using the same HITON algorithm (sometimes called binary relevance in the literature). Therefore, there are no arcs between class variables; the classification is independently performed for each class variable, and the individual results are then aggregated to form the predicted class vector of dimension 5.
- OLS: is one of the mostly used methods for mapping specific HRQoL instruments such as Health Surveys SF-12 and PDQ-8 into a generic utility index. In the OLS model, the EQ-5D utility index is directly regressed on the PDQ-8 items. In other words, OLS does not provide the 5 estimated class values of EQ-5D, but only returns the estimated EQ-5D utility index.

For comparison, we adopt the two OLS mapping functions proposed by Cheung et al. In the first one (OLS-1), the EQ-5D utility index is estimated by:

$$Utility = \begin{cases} 
1 & \text{if at least seven responses are “never”}, \\
1 - 0.135 - 0.052 \times pdq1 - 0.034 \times pdq2 - 0.031 \times pdq3 - 0.030 \times pdq7, & \text{otherwise}.
\end{cases}$$

In their second OLS function (OLS-2), Cheung et al. considered the item $pdq3$ as a categorical binary variable with value 0 if the response is equal to “never” and 1 for all other responses. The mapping function is then:

$$Utility = \begin{cases} 
1 & \text{if at least seven responses are “never”}, \\
1 - 0.105 - 0.052 \times pdq1 - 0.037 \times pdq2 - 0.031 \times [pdq3 > 0] - 0.026 \times pdq7, & \text{otherwise}.
\end{cases}$$

- CLAD: is a generalization of the least absolute deviations method. Similar to OLS, CLAD is widely used to convert specific HRQoL instruments into a generic utility index, and it only estimates EQ-5D utility index without predicting the 5 class values of EQ-5D. Here as well, we use the CLAD model defined by

### Table 1. The PDQ-8 Items.

<table>
<thead>
<tr>
<th>Item</th>
<th>Domain of the PDQ-39</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdq1. Had problems getting around in public</td>
<td>Mobility</td>
</tr>
<tr>
<td>pdq2. Had difficulty dressing yourself</td>
<td>Activities of daily living</td>
</tr>
<tr>
<td>pdq3. Felt depressed</td>
<td>Emotional well-being</td>
</tr>
<tr>
<td>pdq4. Had problems with close personal relationships</td>
<td>Social support</td>
</tr>
<tr>
<td>pdq5. Had problems with concentration</td>
<td>Cognition</td>
</tr>
<tr>
<td>pdq6. Felt unable to communicate with people properly</td>
<td>Communications</td>
</tr>
<tr>
<td>pdq7. Had painful muscle cramps or spasms</td>
<td>Bodily discomfort</td>
</tr>
<tr>
<td>pdq8. Felt embarrassed in public due to having PD</td>
<td>Stigma</td>
</tr>
</tbody>
</table>
as follows:

\[
\text{Utility} = \begin{cases} 
1 & \text{if at least seven responses are "never"}, \\
1 - 0.208 - 0.037 \times \text{pdq1} - 0.028 \times \text{pdq2} - 0.023 \times \text{pdq3} - 0.023 \times \text{pdq5}, & \text{otherwise.}
\end{cases}
\]

- Deterministic model: is a pre-determined algorithm introduced by Cheung et al. for predicting EQ-5D from PDQ-8. EQ-5D mobility, self-care, pain/discomfort and anxiety/depression items are predicted using PDQ-8 mobility, activities of daily living, bodily discomfort and emotional well-being items, respectively, while the EQ-5D usual activities item is predicted using PDQ-8 social support, cognition, communications and stigma items (see Table 1 in Ref. 15).

Figure 3 summarizes the approaches used in this paper for predicting EQ-5D from PDQ-8.

It is important to emphasize here that it is also possible to perform OLS and CLAD directly on the data set and/or test different mapping functions, however, our main objective is to compare MB-MBC against the existing mapping functions defined by Cheung et al. Note finally that, we applied MB-MBC and IndepMBs with a restriction of the Markov blanket set of each class variable MB(C_i) to the set of its parents-children PC(C_i). This restriction was introduced based upon the theoretical discussion introduced by Aliferis et al. in Ref. 22 and the empirical observation that including more spouses leads to a less accurate MBC classifier. In fact, Aliferis et al. discussed in (see Sec. 4.6) five plausible scenarios explaining the better performance of substituting the PC set in place of the MB set. The third scenario applies in our case, where the spouses have connecting paths to the class variables that cannot be blocked due to the small sample size, i.e. the conditional independencies between the spouses and the class variables could not be established due to the small number of instances in our data set (including only 488 instances).

All methods were run in Matlab R2010b. For CB-MBC, we used the Matlab implementation from Ref. 24, and for both MB-MBC and IndepMBs approaches, the HITON algorithm was run using Causal Explorer Toolkit provided as compiled Matlab functions. The $G^2$ statistical test was used to evaluate the conditional independencies between variables with a significance level $\alpha = 0.01$.

**Evaluation metrics**

We used the following metrics to assess the predictive performance of the considered approaches:

- The **mean accuracy** over the $d$ class variables:
  \[
  \text{Acc}_m = \frac{1}{d} \sum_{i=1}^{d} \frac{1}{N} \sum_{t=1}^{N} \delta(\hat{c}_t, c_t),
  \]
  where $N$ is the size of the test set, $\hat{c}_t$ is the $C_i$ class value predicted by the model for sample $t$, and $c_t$ denotes its corresponding true value. $\delta(\hat{c}_t, c_t) = 1$ if the predicted and true class values are equal, i.e. $\hat{c}_t = c_t$, and $\delta(\hat{c}_t, c_t) = 0$ otherwise.

- The **global accuracy** over the $d$-dimensional class variable:
  \[
  \text{Acc}_g = \frac{1}{N} \sum_{t=1}^{N} \delta(\hat{c}_t, c_t).
  \]
  In this more strict case, the $(d\text{-dim})$ vector of predicted classes $\hat{c}_t$ is compared to the vector of true classes $c_t$, so that we have $\delta(\hat{c}_t, c_t) = 1$ if both vectors are equal in all their components, i.e. $\hat{c}_t = c_t$, and $\delta(\hat{c}_t, c_t) = 0$ otherwise.

Moreover, we considered the following metrics, commonly used in comparison with OLS and CLAD:

- The mean, the first quartile, the median and the third quartile of the predicted EQ-5D utility scores. Obviously, the closer to the corresponding values of the true EQ-5D utility scores, the better.
- The mean squared error (MSE) between the true and predicted EQ-5D utility scores.
- The mean absolute error (MAE) between the true and predicted EQ-5D utility scores.
- The square of the Pearson product-moment correlation ($R^2$) between the true and predicted EQ-5D utility scores.
• The absolute difference (AbsDiff) between the mean of all true EQ-5D utility scores and the mean of all predicted EQ-5D utility scores.

For MSE, MAE and AbsDiff, the lower the values, the better. However, for $R^2$, the higher, the better.

RESULTS

Table 2 shows the estimated classification results over five-fold cross-validation experiments performed on five different data sets randomly generated without replacement from the original PD data set. The mean values and standard deviations for each metric and each method over all five-fold cross-validation experiments are reported, and the best result for each metric is written in bold. Recall that OLS and CLAD only return the utility index; thus, in order to compute the mean and global accuracies for OLS and CLAD mapping functions, we proceeded by retrieving the EQ-5D 5 class values as follows: first, we look for the utility index from the UK scoring list followed by the Tukey–Kramer post-hoc test with a significance level equal to 0.05. We can see that MB–MBC was the best to predict the mean with 0.634 followed by IndepMBs with 0.637. Deterministic resulted in the best estimated first quartile value equal to 0.516, IndepMBs predicted better the median, whereas MB–MBC predicted better the third quartile. As previously, we ran a multiple comparison using the Friedman test followed by the Tukey–Kramer post-hoc test with a significance level equal to 0.05. We conclude that (1) for the mean, MB–MBC and IndepMBs turn out to be only significantly better than OLS–2; (2) for the first quartile, Deterministic, IndepMBs and MB–MBC are also significantly better than OLS–2; (3) for the median, IndepMBs is significantly better than OLS–2 and Deterministic; and (4) for the third quartile, MB–MBC is only significantly better than CLAD. For all other algorithms, the differences in predictive performance are not statistically significant.

In addition, Table 3 shows the values of the mean, the first quartile, the median and the third quartile of the observed (first line) and the predicted utility scores by the different evaluated approaches (rest of the lines). We can see that MB–MBC is only signiﬁcantly better than OLS–1, OLS–2 and CLAD, whereas MB–MBC predicted better the third quartile. As previously, we ran a multiple comparison using the Friedman test followed by the Tukey–Kramer post-hoc test with a significance level equal to 0.05. It turns out that (1) for mean accuracy, IndepMBs is significantly better than OLS–1, OLS–2 and CLAD, while MB–MBC is only significantly better than OLS–1; and (2) for global accuracy, both MB–MBC and IndepMBs are signiﬁcantly better than OLS–1 and Deterministic. For all remaining algorithms, the differences in predictive performance are not statistically significant.

Finally, Table 4 presents the obtained average results for MSE, MAE, $R^2$ and AbsDiff metrics over the five-fold cross-validation performed experiments. The best result for each metric is written in bold. MB–MBC outperformed other predictive approaches in terms of MSE and MAE. OLS–1 presented the best $R^2$ and IndepMBs produced the best AbsDiff. Using the Friedman test followed by the Tukey–Kramer post-hoc test with a

<table>
<thead>
<tr>
<th>Learning Method</th>
<th>Mean Accuracy</th>
<th>Global Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB–MBC</td>
<td>0.684 ± 0.003</td>
<td>0.188 ± 0.005</td>
</tr>
<tr>
<td>CB–MBC</td>
<td>0.661 ± 0.013</td>
<td>0.176 ± 0.014</td>
</tr>
<tr>
<td>IndepMBs</td>
<td>0.687 ± 0.007</td>
<td>0.184 ± 0.009</td>
</tr>
<tr>
<td>OLS–1</td>
<td>0.435 ± 0.022</td>
<td>0.071 ± 0.018</td>
</tr>
<tr>
<td>OLS–2</td>
<td>0.434 ± 0.011</td>
<td>0.075 ± 0.020</td>
</tr>
<tr>
<td>CLAD</td>
<td>0.429 ± 0.008</td>
<td>0.088 ± 0.026</td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.428 ± 0.002</td>
<td>0.053 ± 0.018</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mean</th>
<th>1st Quartile</th>
<th>Median</th>
<th>3rd Quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>0.565 ± 0.000</td>
<td>0.402 ± 0.037</td>
<td>0.672 ± 0.004</td>
</tr>
<tr>
<td>MB–MBC</td>
<td>0.654 ± 0.004</td>
<td>0.524 ± 0.011</td>
<td>0.675 ± 0.008</td>
</tr>
<tr>
<td>CB–MBC</td>
<td>0.658 ± 0.015</td>
<td>0.537 ± 0.017</td>
<td>0.684 ± 0.015</td>
</tr>
<tr>
<td>IndepMBs</td>
<td>0.637 ± 0.012</td>
<td>0.522 ± 0.008</td>
<td>0.674 ± 0.017</td>
</tr>
<tr>
<td>OLS–1</td>
<td>0.683 ± 0.000</td>
<td>0.567 ± 0.002</td>
<td>0.678 ± 0.003</td>
</tr>
<tr>
<td>OLS–2</td>
<td>0.733 ± 0.000</td>
<td>0.630 ± 0.005</td>
<td>0.739 ± 0.002</td>
</tr>
<tr>
<td>CLAD</td>
<td>0.668 ± 0.000</td>
<td>0.560 ± 0.005</td>
<td>0.653 ± 0.005</td>
</tr>
<tr>
<td>Deterministic</td>
<td>0.640 ± 0.000</td>
<td><strong>0.516 ± 0.037</strong></td>
<td>0.725 ± 0.004</td>
</tr>
</tbody>
</table>
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better performance of the simple $\text{OLS}$ over the more theoretically justifiable $\text{CLAD}$. In our case, $\text{OLS-1}$ mapping function resulted in a better MSE, MAE, $R^2$ than $\text{CLAD}$, but for the absolute difference between the true and the predicted EQ-5D mean scores, $\text{CLAD}$ performed better. $\text{OLS-2}$ performed better than $\text{CLAD}$ only for $R^2$.

Moreover, contrary to OLS-1, OLS-2, CLAD and Deterministic, Bayesian network-based approaches
present also the merit of representing the relationships between all variables through their graphical structure component. In our study, in order to investigate the dependence relationships among EQ-5D and PDQ-8 variables, we first examine in Fig. 4 the graphical structure of the MBC network learnt by the MB-MBC algorithm, then compare it to the graphical structures learnt by CB-MBC and IndepMBs. The interpretation and the medical significance of the obtained MBCs have been ensured by the neurologist specialist in PD Pablo Martínez-Martín.

Firstly, the class subgraph in Fig. 4 (red arcs) shows associations between the three class variables mobility, self-care and usual activities which may reveal the strong relevance between these classes. Pain/discomfort is not directly related to any other class variable, but its Markov blanket includes the class variables usual activities and self-care which proves as well the strong relevance between these class variables. Anxiety/depression has no direct connections with the remaining classes. This can be explained by the fact that anxiety/depression is more related to emotional problems rather than physical health problems (i.e. mobility, self-care, usual activities and pain/discomfort).

Secondly, the bridge subgraph (blue arcs) reveals direct probabilistic dependence relationships between EQ-5D classes and PDQ-8 features, the latter listed in Table 1. We have the following dependence relationships from EQ-5D to PDQ-8:

- Mobility is directly associated with pdq1.
- Self-care is directly associated with pdq2.
- Usual activities is directly associated with pdq2.
- Pain/discomfort is directly associated with pdq2 and pdq7.
- Anxiety/depression is directly associated with pdq3.

\[
\text{MSE, MAE, } R^2 \text{ and AbsDiff Over Five-fold Cross-Validation Estimation of the Utility Scores (Mean ± Standard Deviation).}
\]

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>MAE</th>
<th>$R^2$</th>
<th>AbsDiff</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB-MBC</td>
<td>$0.074 ± 0.003$</td>
<td>$0.186 ± 0.004$</td>
<td>$0.444 ± 0.025$</td>
<td>$0.068 ± 0.004$</td>
</tr>
<tr>
<td>CB-MBC</td>
<td>$0.094 ± 0.008$</td>
<td>$0.205 ± 0.009$</td>
<td>$0.348 ± 0.045$</td>
<td>$0.092 ± 0.015$</td>
</tr>
<tr>
<td>IndepMBs</td>
<td>$0.075 ± 0.003$</td>
<td>$0.191 ± 0.004$</td>
<td>$0.458 ± 0.025$</td>
<td>$0.072 ± 0.010$</td>
</tr>
<tr>
<td>OLS-1</td>
<td>$0.080 ± 0.000$</td>
<td>$0.195 ± 0.000$</td>
<td>$0.486 ± 0.005$</td>
<td>$0.117 ± 0.000$</td>
</tr>
<tr>
<td>OLS-2</td>
<td>$0.100 ± 0.000$</td>
<td>$0.215 ± 0.000$</td>
<td>$0.454 ± 0.005$</td>
<td>$0.168 ± 0.000$</td>
</tr>
<tr>
<td>CLAD</td>
<td>$0.084 ± 0.000$</td>
<td>$0.201 ± 0.000$</td>
<td>$0.425 ± 0.006$</td>
<td>$0.103 ± 0.000$</td>
</tr>
<tr>
<td>Deterministic</td>
<td>$0.081 ± 0.000$</td>
<td>$0.202 ± 0.000$</td>
<td>$0.451 ± 0.009$</td>
<td>$0.075 ± 0.000$</td>
</tr>
</tbody>
</table>

DISCUSSION

As shown in Tables 2 to 4, OLS-1, OLS-2 and CLAD methods performed worse than MB-MBC for almost all the considered evaluation metrics. In particular, they presented worse results for MSE, MAE and AbsDiff, even having being designed for optimizing those criteria. As pointed out by Le and Doctor, this may be due to certain limitations of these regression methods such as predictive values of EQ-5D utility scores that are not defined in the UK scoring list, which correspond as well to undefined health states. Previous studies testing OLS and CLAD for predicting the EQ-5D utility index from the Health Surveys SF-12\textsuperscript{28,13} proved that OLS and CLAD methods induce very similar results with a possible better performance of the simple OLS over the more theoretically justifiable CLAD. In our case, OLS-1 mapping function resulted in a better MSE, MAE, $R^2$ than CLAD, but for the absolute difference between the true and the predicted EQ-5D mean scores, CLAD performed better. OLS-2 performed better than CLAD only for $R^2$.

Moreover, contrary to OLS-1, OLS-2, CLAD and Deterministic, Bayesian network-based approaches present also the merit of representing the relationships between all variables through their graphical structure component. In our study, in order to investigate the dependence relationships among EQ-5D and PDQ-8 variables, we first examine in Fig. 4 the graphical structure of the MBC network learnt by the MB-MBC algorithm, then compare it to the graphical structures

\[
\text{Fig. 4 MBC graphical structure learnt by MB-MBC.}
\]
Note that the detected associations are very appropriate and a direct connection can be clearly observed between the domains of both instruments PDQ-8 and EQ-5D. In fact, the item pdq1 (having problems getting around public), pertaining to mobility domain, is associated with the class variable mobility. The item pdq2 (having difficulty dressing yourself), pertaining to activities of daily living domain, is simultaneously associated with self-care, usual activities and pain/discomfort. The item pdq3 (felt depressed), pertaining to emotional well-being domain, is directly associated with anxiety/depression, and finally the item pdq7 (having painful muscle cramps and spasms), pertaining to bodily discomfort domain, is related to pain/discomfort. Moreover, we may notice that the selected pdq items here (i.e. pdq1, pdq2, pdq3 and pdq7) are exactly the same kept by the OLS-1 and OLS-2 mapping functions proposed by Cheung et al. The remaining features (pdq4, pdq5, pdq6 and pdq8) are absent in Fig. 4 since no associations were detected between them and the EQ-5D class variables.

These findings have sense from a clinical point of view. In fact, PD is a complex disorder with many aspects to be considered: motor impairment, disability, motor complications (dyskinesia and fluctuations) and a wide array of nonmotor symptoms (depression, hallucinations, cognitive decline, dribbling saliva, for example). For the huge majority of PD patients, from earliest to most advanced stages, the common perceived health problems are reflected as limitations for mobility (pdq1) and activities of daily life (pdq2), whereas the most prevalent nonmotor symptoms are associated with the impact on patients' health perception, namely depression (pdq3) and pain (pdq7). As a matter of fact, disability, depression and pain are between commonest determinants of HRQoL in general population and also in PD. Additional motor complications and nonmotor symptoms (for instance those related to pdq4, pdq5, pdq6 and pdq8) are also relevant in PD, however, they usually present a problem only in moderate/advanced phases of the disease but not in early/mild disease, and are not constant (neither in presence nor severity) in all patients.

Taking the previous arguments into account, we may conclude that, from a clinical point of view, the selected variables in the network are relevant and cover the most important areas of PD including both motor and nonmotor symptoms.

Finally, the feature subgraph is obviously empty with no direct dependence relationships between the different PDQ-8 items, because the third step in the MB-MBC algorithm has no effect at all. This is reflected as well through the construction process of the PDQ-8 questionnaire. In fact, as shown in Table 1, each item in the PDQ-8 represents a single domain of the PDQ-39, and therefore no inter-domain relationships were taken into account for the construction of the PDQ-8.

For structural comparison, we depict in Figs. 5 and 6 the graphical structures learnt by CB-MBC and IndepMBs, respectively.

As shown in Fig. 5, CB-MBC only detects a direct dependence relationship among the EQ-5D class variables self-care and usual activities. All remaining classes are kept independent. For the bridge subgraph, and similar to MB-MBC, the following dependence relationships are detected: mobility is associated with pdq1, self-care with pdq2, usual activities with pdq2,
pains/discomfort with pdq7, and anxiety/depression with pdq3. Moreover, additional arcs are discovered in the bridge subgraph between the EQ-5D class variables and pdq5, pdq6 and pdq8. As before, the feature subgraph is empty.

Figure 6 shows the five Markov blanket-based Bayesian network classifiers learnt independently for each EQ-5D class variable by IndepMBs. Being based on the same HITON algorithm,21,22 IndepMBs discovered similar dependence relationships between the EQ-5D and the pdq items, as MB-MBC does. However, as it can be observed, the main drawback of IndepMBs is its inability to detect the dependence relationships between the different EQ-5D class variables and their simultaneous interactions with the pdq items. As shown in Table 3, this also leads to a lower predictive performance comparing to MB-MBC.

CONCLUSIONS
This paper proposed MB-MBC learning algorithm to predict EuroQol EQ-5D health states from the disease-specific HRQoL measure PDQ-8. Experimental results on a PD data set including 488 patients were promising in comparison with two Bayesian network-based approaches, CB-MBC and IndepMBs, as well as three state-of-the-art mapping approaches OLS-1, OLS-2 and CLAD and a deterministic model. The learned MBC graphical structure allowed also the identification of the dependence relationships among EQ-5D and PDQ-8 items, and proved, as expected, the strong relevance between EQ-5D class variables and selected PDQ-8 feature variables. Note finally that, a limitation of our study is that the considered PD data set contained only few patients with severe problems. In the future, it will be interesting to consider a larger and diverse PD data set to perform more analyses and additionally prove the merits of our approach. Another possibility as well is to use a bootstrap resampling method to deal with the small number of instances and obtain more robust Bayesian network classifiers.30 Moreover, another direction for future research is to apply our approach to different medical or biological multi-dimensional classification problems, where an instance has to be assigned to more than one class variable.
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