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Abstract This research on odometry based GPS-denied navigation on multirotor Unmanned Aerial Vehicles is focused among the interactions between the odometry sensors and the navigation controller. More precisely, we present a controller architecture that allows to specify a speed specified flight envelope where the quality of the odometry measurements is guaranteed. The controller utilizes a simple point mass kinematic model, described by a set of configurable parameters, to generate a complying speed plan. For experimental testing, we have used down-facing camera optical-flow as odometry measurement. This work is a continuation of prior research to outdoors environments using an AR Drone 2.0 vehicle, as it provides reliable optical flow on a wide range of flying conditions and floor textures. Our experiments show that the architecture is reliable for outdoors flight on altitudes lower than 9 m. A prior version of our code was utilized to compete in the International Micro Air Vehicle Conference and Flight Competition IMAV 2012. The code will be released as an open-source ROS stack hosted on GitHub.
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1 Introduction

The motivation of this work is to study the utilization of odometry measurements as a means to stabilize the multirotor vehicle and to enable GPS-denied autonomous navigation on indoors and outdoors environments. An important difference between Vertical Take-Off and Landing (VTOL) vehicles, such as multirotors, and ground robots is that they require to be stabilized using odometry or position measurements. If these measurements have a degraded quality for a long period of time (5–30 s), there is a high risk of crashing due to small offset errors on the
Inertial Measurement Unit (IMU) estimations. For experimental testing, we have used down-facing camera optical-flow as odometry measurement which is available and implemented on a commercial multirotor, the AR Drone 2.0, as explained in [1]. This work is a continuation of prior research [2, 3] to experimental testing on outdoors environments using an AR Drone 2.0 vehicle, as it provides reliable optical flow on a wide range of flying conditions and floor textures. Optical-flow based navigation strategies are an on-going research topic on other robotics laboratories, for instance: to enable fast calculations of the optical-flow [4], for collision and obstacle avoidance [5–7], and also to enable autonomous navigation [4, 8].

The presented research is focused on multirotor platforms, that are capable of flying in cluttered areas and hover if controlled properly. In order to obtain a semi-autonomous flying platform that can be commanded with high-level commands by an operator, the state estimation and the control problem must be addressed. On the presented and recent work by our group [2, 3] a controller architecture to achieve stabilization and navigation objectives has been designed and experimentally tested on various multirotor vehicles: the AR Drone, the AR Drone 2, the AscTec Pelican and the LinkQuad quadrotors. Among other related work, the presented architecture was implemented to compete, see Fig. 1.
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**Fig. 1** The AscTec Pelican quadrotor, equipped as explained in Section 3, is shown flying in autonomous mode on the IMAV 2012 competition with an implementation of the controller presented in this paper. An EKF performs state estimation on the odometry measurements, and its estimation is fused with the position estimations from a Montecarlo Localization algorithm that is processing the Laser Range Finder readings. The quadrotor also had to be able to fly safely on areas where no obstacles were in range of the laser sensor. In this image sequence the quadrotor passes through a pair of poles using the laser sensor to estimate its position with respect to the poles. This flight gained the two IMAV 2012 awards stated in the introduction, see [http://vision4uav.com/?q=IMAIV12](http://vision4uav.com/?q=IMAIV12). The full video of the flight is available online on [http://vision4uav.com/?q=node/323](http://vision4uav.com/?q=node/323)
in the International Micro Air Vehicle Conference and Flight Competition IMAV 2012, gaining two awards: the Special Award on “Best Automatic Performance—IMAV 2012” and the second overall prize in the category of “Indoor Flight Dynamics—Rotary Wing MAV”. The code related to the presented work, which has been developed in our research group, will be made available in the near future as an open-source ROS Stack on GitHub [9–11], refer to Section 3.2 for more information.

2 Related Work

The following cited work has shown that the navigation control loops must be designed taking into account the non-linear dynamics of the multicopter, so that the control actions are approximately decoupled. If the control laws are well designed the multicopter can perform smooth trajectories in position coordinates, while orientating its yaw heading in any required direction.

Several labs have used a sub-millimeter accurate Vicon motion tracking system [12] to separate the control and the state estimation problems. Researchers at the GRASP lab of the University of Pennsylvania, and at the ETH—IDSC—Flying Machine Arena in the ETHZ, have been able to execute precise trajectory following [13, 14], to perform aggressive maneuvers [14, 15], and to perform collaborative tasks that require synchronization among the flying vehicles [16, 17]. Relying on Vicon motion capture systems has simplified the research problem, which has shown that state estimation is the key to enabling many autonomous applications.

On the other hand, there are research groups that have shown successful autonomous multicopter navigation capabilities using only GPS positioning data. The STARMAC project [18], from Stanford University has shown several experimental tests on outdoors ranging from trajectory tracking tasks [19] to performing flips and stall-turn maneuvers [20, 21].

Other groups have increased the situational awareness of the mUAVs using optical flow sensors and cooperative robots. For instance, a ground vehicle can estimate the position and attitude of the mUAV [22]. These two research works [5, 7] are focused on navigation in corridors and obstacle collision avoidance strategies using multiple optical flow sensors. In outdoors navigation, optical flow sensors were used in a fixed-wing mUAV in [6] to avoid the collision with trees and other obstacles in a GPS waypoint trajectory.

3 System Overview

The presented research is a continuation on previous work by the same authors [2, 3], that was implemented to participate on the IMAV 2012 indoors dynamics challenge [23]. Images from the flight that gained the awards of the IMAV 2012 competition are shown in Fig. 1, where the AscTec Pelican was controlled by the software architecture presented in this paper. In this case the localization problem was engaged using an Extended Kalman Filter (EKF) to fuse the odometry measurements, and a Particle Filter (PF) with a known map of the environment. The PF processed the Laser Range Finder readings providing estimated positions with respect to the pylons of the challenge [23]. The quadrotor also had to be able to fly safely on areas where no obstacles were in range of the laser sensor, where only the EKF provides the necessary feedback to the controller. The focus of this paper is to further research on safe navigation based on unperfect odometry measurements, such as on-board optical flow measurements, and no position measurements are available.

This paper presents a navigation system architecture which controller can be configured depending on the limitations that are imposed by the kinematic capabilities of the vehicle, by the measurement range of the speed estimators, or by precision requirements of the task at hand. The result is an architecture that was experimentally tested on GPS-denied environments, and that can be configured depending on the requirements of each phase of a task. This allows to have a setup for fast trajectory following, and another to soften the control laws and make the vehicle navigate more precisely and slowly whenever necessary.
3.1 Hardware Architecture

The implemented hardware architecture is inspired on the AR Drone quadrotor, which capabilities are described in [1]. An Asctec Pelican quadrotor was equipped with a camera and an on-board computer to obtain a similar setup. The advantages of using the Asctec Pelican are that all the algorithms can run on the on-board computer, and that the vehicle can be equipped with more sensors such as cameras and Laser Range Finders.

The Asctec Pelican shown in Fig. 2 is equipped with an autopilot board that stabilizes the vehicle using information from GPS (only when outdoors), IMU, pressure altimeter and magnetometer fused using a Kalman Filter. This controller is embedded, closed, unmodifiable but gains are tunable. This quadrotor has also been equipped with a series of complementary sensors: a Hokuyo Scanning Laser Range Finder for horizontal depth mapping, a sonar altitude sensor for height estimation improvement and two cameras, one of them a downward looking sensor for velocity estimation based on optical flow. The optical flow is calculated using the OpenCV implementation of the pyramidal Lucas-Kanade algorithm for some image features selected by the Shi-Tomasi method. The state estimation and control processing are executed onboard in an Atom Board, which has a dual core Atom 1.6 GHz processor with 1 GB of RAM.

3.2 Software Architecture

The AR Drone and the Asctec Pelican were both accommodated to be compatible with the CVG Framework for interfacing with MAVs. This framework, also called “MAVwork”, was developed by our research group; it is an open-source project hosted on GitHub that can be accessed in [9], and its technical details can be found on [24, 25]. One of the advantages of the framework is that it offers a common type of interface for every multirotor, allowing other software modules, such as the controller, to be compatible with multiple multicopters. The MAVwork interface has been designed to be similar to the one offered by the AR Drone, as this quadrotor has proven to be easy and reliable to setup for experimental tests. Among other advantages, MAVwork offers native take-off, landing and hovering flying modes; along with altitude hold capability. Figure 2 summarizes the interface functions that the API and drone object offer to the developer.

As explained before, the experimental tests shown on this paper have been performed using an AR Drone 2.0, as we are testing our software on outdoors environments. The advantage
of MAVwork is the experiments allows us to continue improving the framework for the other multirotors as well. We perform software testing on the AR Drone 2 for multiple reasons: it is practically harmless to people and third-party objects, the high quality of its speed estimation, its ease of use thanks to its built-in flying modes, its low price, and its robustness to chases.

The different components of the control and state estimation modules are shown in Fig. 3. An Extended Kalman Filter is used as data fusion algorithm to estimate the position and speed of the quadrotor. These estimates are then fed to the high-level (HL) controller that obtains the position, speed and feedforward commands that are given to the mid-level controller. The planning process that takes place in the HL controller uses a simple kinematic model of the multirotor that is specified by a set of configurable parameters. The mid-level (ML) controller calculates and sends the commands to MAVwork, which acts as interface between the controller and the quadrotor. The HL and ML controllers are further described in Section 4. The state estimation and controller algorithms are available on an open-source project called “Multirotor Controller for MAVwork” hosted on GitHub that can be accessed in [10]. Its technical details are explained in the Msc. Thesis [2] and on the present paper.

The multirotor is stabilized using odometry-based position estimates and for that reason the boundaries where the quality of these estimates is lost must be determined. For instance, the optical flow algorithm that is calculated on the down-facing images is affected by the texture and reflectiveness of the floor surface, and also by the lighting conditions of the environment. The size of the floor texture details and the computing power of the on-board computer set a maximum speed boundary on the speed estimation.

For instance, with the Pelican which tests can be found on [2, 3], the maximum speed that could be reliably measured in the indoors playground where most of the tests were carried out was about 0.5–0.75 m/s, and so, this boundary was used in our indoors tests. Based on our experience, the AR Drone 2 provides speed estimation feedback even navigating at high speeds, up to 3 m/s. The direction of the speed estimation maintains a good accuracy at all working conditions if the yaw rotations are kept low. On the other hand, the absolute value of the speed can be affected by several conditions. For example, when the drone switches from ultrasound sensor based altitude estimation to using the pressure sensor only, the speed estimation is degraded. Also the speed measurement at speed in the 2–3 m/s speed range is not accurate, but its enough to keep our controller architecture working.

Fig. 3 General software architecture of the navigation controller. The State Estimation is used by the High-Level controller to determine optimized reachable speed commands to the mid-level controller, which sends commands to the drone through the CVG Framework [9, 24, 25]
The presented software architecture has been implemented on the AR Drone and Astec Pelican quadrotors, and will be applied in the future to other multirotor platforms, more specifically to a LinkQuad [26] quadrotor and an OktoKopter from Mikrokopter [27]. The usage of a common software architecture increases code quality shareability and enables for different research lines to work in a cohesive way towards the objectives of our group.

4 Navigation Controller

This section introduces the navigation controller that uses a set of configurable parameters to adapt to different multirotors and sensor limitations. The parameters are inspired by the STARMAC project work described in [19]. First a simple multirotor point mass kinematic model is described. Then the high level controller state-machine is introduced with the description of the configurable parameters that are derived from the model. The final part of the section introduces the middle-level controller.

4.1 Multirotor Point Mass Kinematic Model

A multirotor is a flying vehicle that can exert force in any direction and thus can be simplified as a point mass moving in the 3D space. The vehicle tilts to exert force in the horizontal plane, and changes the average propeller speeds to control the force in the altitude coordinate. A maximum speed is also set by various reasons, for instance, due to the aerodynamic friction of the movement through the air. It is also important to take into account that the multirotor is commanded using feedback loop control laws that produce a response that can be characterized by a little set of parameters. The speed planner can take advantage of a simple kinematic model built upon these facts in order to take decisions.

The body frame, \{X_m, Y_m, Z_m\}, of the vehicle, shown in Fig. 4, is described as follows. The \{X_m, Y_m\} axis are horizontal and the \(Z_m\) axis points down to the floor. The \(X_m\) axis points to the front of the vehicle and the \(Y_m\) axis points to the right obtaining an orthonormal right-handed reference frame. The euler angles are denoted \(\{\phi, \text{roll}\}\), \(\{\theta, \text{pitch}\}\) and \(\{\psi, \text{yaw}\}\), and they define the rotation between the body frame, \{\(X_m, Y_m, Z_m\}\}, and the world frame, \{\(X, Y, Z\)\}.

The quadrotor rigid body dynamics model, see Eq. 1 and Fig. 4, is easy to infer from physical laws and is explained in multiple articles [14, 19]:

\[
\begin{align*}
I_{x}\ddot{\phi} &= \dot{\psi} \dot{\theta} (I_y - I_z) + l (T_1 + T_2 - T_3 - T_4) \\
I_{y}\ddot{\theta} &= \dot{\phi} \dot{\psi} (I_z - I_x) + l (T_1 + T_4 - T_2 - T_3) \\
I_{z}\ddot{\psi} &= \dot{\theta} \dot{\phi} (I_x - I_y) + \sum_{i=1}^{4} M_i
\end{align*}
\]

(1)

\[
\begin{align*}
m\dddot{x} &= (- \sin \phi \sin \psi - \cos \phi \sin \theta \cos \psi) \\
&\times \sum_{i=1}^{4} T_i - K_{fx}\dddot{x}^2 \\
m\dddot{y} &= (- \cos \phi \sin \theta \sin \psi + \sin \phi \cos \psi) \\
&\times \sum_{i=1}^{4} T_i - K_{fy}\dddot{y}^2 \\
m\dddot{z} &= mg - \cos \theta \cos \phi \sum_{i=1}^{4} T_i
\end{align*}
\]

Where the following the following variables have been introduced: the position of the quadrotor with respect to the world frame is denoted by the \(\{x, y, z\}\) coordinates, the attitude of the vehicle is represented by the yaw \(\psi\), pitch \(\theta\) and roll \(\phi\) euler angles; the quadrotor rigid body is characterized by its mass \(m\) and its three principal mass moments of inertia \(\{I_x, I_y, I_z\}\), each propeller \(i\) generates a thrust \(T_i\) and a heading torque \(M_i\), \(K_{fx}\) is an aerodynamic friction constant and the \(l\) constant is the arm between each pair of thrusts, in this case the distance between the propellers 1 and 2, as denoted in Fig. 4.
The following control loops are usually implemented inside the autopilot board of the multirotor: the attitude (roll, $\phi$, pitch, $\theta$, and yaw, $\psi$) control loops and altitude, $z$, control loop. The autopilot boards usually accept roll, pitch, yaw speed and altitude speed references. So that the saturation bounds for these variables is set by the autopilot board capabilities. Thus, it is only required to further develop the equations of movement in the horizontal plane.

If the flight is performed at constant altitude then, $\sum_{i=1}^{4} T_i \approx mg$, and taking the approximation to low roll and pitch angles, then the equations that define the movement in the horizontal plane are derived from Eq. 1:

$$m\ddot{x} = (-\theta \cos \psi + \phi \sin \theta) mg - K_{fr} \dot{x}^2$$
$$m\ddot{y} = (-\theta \sin \psi + \phi \cos \theta) mg - K_{fr} \dot{y}^2$$

(2)

Two additional attitude variables are defined $\{\phi_v, \theta_v\}$, virtual roll, vertical pitch, which control the position of the vehicle in the horizontal $(X, Y)$ plane. They are related to the actual $\{\phi, \theta\}$ through the yaw $(\psi)$ angle as follows:

$$\begin{bmatrix} \phi_v \\ \theta_v \end{bmatrix} = \begin{bmatrix} \cos(\psi) & \sin(\psi) \\ -\sin(\psi) & \cos(\psi) \end{bmatrix} \begin{bmatrix} \theta \\ \phi \end{bmatrix}$$

(3)

The attitude controller ($t_r \approx 200–300$ ms) is significantly faster than the horizontal speed loop ($t_r \approx 1–2$ s). This fact allows to correct the coupling introduced by the yaw commands in the horizontal speed loops using the decoupling law, defined by Eq. 3. The reference frame change defined by Eq. 3 is included in the controller, so that the $\{\phi_v, \theta_v\}$ can be used for the controller design.

The dynamic model of the multirotor is much simpler when expressed using the virtual angles and a maximum value for the quadrotor acceleration saturation can be inferred from Eqs. 2 and 3 as follows:

$$\ddot{x} \approx -g \theta_v - (K_{fr}/m) \dot{x}^2 \rightarrow |\ddot{x}| \leq g |\theta_{v_{\text{max}}}| - (K_{fr}/m) \dot{x}^2$$

(4)

$$\ddot{y} \approx g \phi_v - (K_{fr}/m) \dot{y}^2 \rightarrow |\ddot{y}| \leq g |\phi_{v_{\text{max}}}| - (K_{fr}/m) \dot{y}^2$$

(5)

The maximum horizontal speed of the vehicle, $v_{xy_{\text{max}}}$, is physically limited by the aerodynamic friction. Thus, the maximum quadrotor speed is expressed by Eq. 7 and the following model:

$$\left(\dot{x}^2 + \dot{y}^2\right) \leq v_{xy_{\text{max}}}^2$$

(6)

The altitude acceleration can be modeled similarly, but the AR Drone only accepts altitude speed commands; which is the reason to constrain the altitude speed and not its acceleration:

$$|\ddot{z}| \leq \frac{dz}{dt} |e_{max}|$$

(7)

The point mass model has to take into account that the vehicle is being commanded using feedback control laws, and that the controller will not be able to push the vehicle capabilities to the physical limits stated above. Thus the following set of parameters is selected based on this fact and on the previous considerations:

- The combination of Eqs. 7 and 6 set a maximum speed on any direction.
- The speed response of the vehicle can be characterized by the response time of the speed control loop $t_{rv_{\text{max}}}$.
- The maximum acceleration is physically limited by Eqs. 4 and 5, and can be further determined by experimental tests. But the actual accelerations obtained during trajectory control depend on the performances of the controller and on the smoothness of the speed references set to the speed control loop. Thus, the maximum acceleration parameters in the horizontal plane are derived $\{a_{x_{\text{max}}}, a_{y_{\text{max}}}\}$.
- The trajectory around checkpoints can be approximated modeled by a sector of circumference thus requiring a centripetal acceleration that is limited by

$$a_{c,xy} \leq g \left\{ |\theta_{v_{\text{max}}}|, \phi_{v_{\text{max}}} \right\} = \frac{v_1^2}{R_c}$$

(8)

where $v_1$ and $R_c$ are the average speed and curve radius during the turn.

### 4.2 Middle-Level Controller

The mid-level controller is shown in Fig. 5 and it is inspired on previous research from other
Fig. 5 The middle-level controller architecture is a cascade controller, which consists of an inner speed loop and an outer position loop. The reference change block, which implements Eq. 3 ensures that the roll and pitch commands are decoupled from the yaw heading. This allows for the yaw command to be set independently from the position and speed references. Thus, separating the left part of the diagram which is expressed in world coordinates, from the right part that is calculated in body frame coordinates.

groups [13, 14, 19]. Its general architecture is a cascade controller consisting of an inner speed loop and an outer position loop. But it also includes control laws to take into account the overall system capabilities. Some characteristics of the control architecture depicted in Fig. 5 are:

- The position controller loop only commands achievable speeds to the speed controller loop, see left block in Fig. 5. The reference (feedforward) speed along the trajectory is saturated to $v_{at\text{max}}$ and $v_{at\text{z max}}$; and the cross-track reference speed is saturated to $v_{ct\text{max}}$ and $v_{ct\text{z max}}$. Both speed limits are set so that $v_{at\text{max}} + v_{ct\text{z max}} \leq v_{at\text{z max}}$, $v_{at\text{z max}} + v_{ct\text{z max}} \leq v_{z\text{max}}$.
- The planned along-track velocity [$v_{at\text{xc}}, v_{at\text{yc}}, v_{at\text{zc}}$] is lower than the maximum velocity, thus, giving the relative position controller a speed margin to work on.
- The reference change block, which implements Eq. 3 ensures that the roll and pitch commands are decoupled from the yaw heading.
- The aerodynamic friction is partially linearized, in the NLF blocks, using the inverse of the identified aerodynamic friction.
- In the PID modules the derivate action is filtered to limit noise amplification and the integral action features anti-windup saturation.
- The variables [$\theta_{ff}, \psi_{ff}$] are feed-forward commands that are calculated by the state machine using the planned acceleration and Eqs. 4 and 5 without considering the aerodynamic friction.

4.3 High-Level Controller - State-Machine

The HL controller is implemented using a Finite State Machine (FSM), which uses the state estimation from the EKF to calculate the mid-level controller references. The FSM has three states
corresponding to three control strategies: hover in a desired position, follow a straight segment of the trajectory and turn to head to the next trajectory segment. The work of the FSM is to navigate along a waypoint trajectory, and it can be summarized as the repetition of the following steps:

1. Follow the current straight segment, accelerating at first, and slowing down before reaching the next turn,
2. Perform the turn, controlling the speed direction to achieve a soft alignment with the next straight segment.

Every time the controller output is calculated, the FSM calculates the planned speed at the current position $v_{\text{plan}}(s)$:

1. The speed, $\{V_{\text{turn}}\}$, inner turn angle at checkpoint, $\{\alpha_i\}$, and radius, $\{R_{\text{turn}}\}$, during each turn are precalculated each time the reference trajectory is changed, either because the whole trajectory is changed or because a waypoint was added. The radius is calculated so that the trajectory passes at a distance $R_{\text{conf}}/2$ from the checkpoint, where $R_{\text{conf}}$ is the maximum distance at which the checkpoint is considered to be reached. The planned speed for each turn is selected either according to Eq. 8 either considering that the turn requires a stall-turn or turn-around maneuver, $v_{\text{stall turn}}$, which corresponds to a planned speed near zero.

2. The algorithm explained in Section 4.4 is used to calculate the planned speed, $v_{\text{plan}}(s)$, at the current position.

The FSM has also two additional operation modes where the quadrotor is controlled either only in position control, or in speed control. These can be used by the task scheduler to perform certain tasks.

The middle-level (ML) controller, see Fig. 3, receives position, $\{x_c, y_c, z_c\}$, yaw heading, $\psi_c$, speed, $\{v_{at.x}, v_{at.y}, v_{at.z}\}$, and tilt feed-forward, $\{\theta_{ff}, \phi_{ff}\}$, commands from the FSM, as shown in Fig. 5. The presented controller, which is inspired on those presented in [14, 19], allows to use single mid-level architecture for the three control modes: trajectory, position and speed modes.

These references to the ML controller are calculated by the FSM in such a way that the relative position and speed commands are orthogonal:

- The position references $[x_c, y_c, z_c]$ are calculated projecting the estimated position $[x_{\text{est}}, y_{\text{est}}, z_{\text{est}}]$ onto the reference trajectory.
- The along-track speed commands, $[v_{at.x}, v_{at.y}, v_{at.z}]$, are parallel to the trajectory $v_{\text{plan}}(s) \mathbf{u}_{\text{angent}}$.
- The along-track speed commands, $[v_{at.x}, v_{at.y}, v_{at.z}]$, are derivated and smoothed using a low-pass filter to obtain an acceleration command based on Eqs. 4 and 5, so that the feed-forward attitude references, $\{\theta_{ff}, \phi_{ff}\}$, are calculated as follows:

$$\{\theta_{ff}, \phi_{ff}\} = \left\{ -\arcsin \left( \frac{\ddot{x}_m}{g} \right), \arcsin \left( \frac{\ddot{y}_m}{g} \right) \right\}$$

4.4 Speed Planner Algorithm

The planned speed depends on the current speed and position of the multirotor, and on the previous and subsequent trajectory waypoints. The speed planner uses a uniform acceleration motion model to calculate both: the acceleration profile from the previous trajectory waypoints, and the deceleration profile to perform the following turns successfully. In addition to this model the speed loop response is modeled taking into account its response time.

The algorithm calculates the following distances for each of the neighbouring waypoints:

1. $\Delta d_{chki}$, the distance to waypoint $i$ from the current estimated quadrotor position.
2. $\Delta d_{\text{turn}} = (R_{\text{turn}} + \frac{R_{\text{conf}}}{2}) \sin(\alpha_i/2)$, the distance to waypoint $i$ when the turn is to be started; where $R_{\text{conf}}$ is the waypoint maximum clearance distance, $\{R_{\text{turn}}\}$ is the planned turn radius at waypoint $i$ and $[\alpha_i]$ is the inner turn angle at waypoint $i$.
3. $\Delta d_{\text{trv}} = t_{\text{rv max}} \sqrt{v_{\text{est}}^2 + v_{\text{est}}^2}$, the distance required by the speed loop to slow down, where $\{v_{\text{est}}, v_{\text{est}}\}$ is the current estimated velocity and $t_{\text{rv max}}$ is the speed loop response time.

Then the optimal speed for the neighbouring checkpoints, $v_{\text{plan}}$, is calculated depending
on the sign of $\Delta d = (\Delta d_{ch_i} - \Delta d_{turn_i} - \Delta d_{trv_i})$.

If $\Delta d \geq 0$ then $v_{plan} = \sqrt{V_{turn_i}^2 + 2a_{xy} \max \Delta d}$, else if $\Delta d < 0$ then $v_{plan} = V_{turn_i}$. Where $\{V_{turn_i}\}$ is the planned speed at turn $i$. Finally the planned speed at the current position, $v_{plan}(s)$, is calculated as the minimum of the precalculated optimal speeds $v_{plan}(s) = \arg \min_i (v_{plan})$. The coordinate $s$ denotes the position of the quadrotor along the trajectory, and the expression $v_{plan}(s)$ highlights that the planned speed depends only on $s$ and the following set of configurable parameters.

4.5 Configurable Parameters Set

From the prior explanation the set of configurable parameters is derived:

- $\{v_{at\max}, v_{ct\max}, v_{atz\max}, v_{ctz\max}\}$, are the saturation speed limits used inside the middle level controller that are imposed by either the kinematic capabilities of the vehicle, or the measurement range of the onboard sensors or the precision requirements of the task at hand.

- $\{R_{conf}, v_{stall\max}, t_{rv\max}, a_{xy\max}\}$, are the parameters that are used to determine the planned speed at each turn, $\{V_{turn_i}\}$, and to calculate the planned speed, $v_{plan}(s)$, at every controller step iteration.

5 Experimental Results

This section describes five separate experimental flights that show the navigation capabilities of the presented system architecture. All the flights are trajectory tracking tests in autonomous navigation carried out in an outdoors environment, simulating a GPS-denied situation. Thus, GPS was unavailable and unused during the tests. All the flights were performed with the AR Drone 2.0 with the outdoors hull, but similar flights with other drones can be found in [3]. The flight trajectories are shown in Figs. 6, 7 and 8. The system has been tested following regular polygon trajectories on the XY plane, with varying altitude on each waypoint, of values of 0–3 m higher than the first checkpoint’s altitude. A summary of the controller performances in these tests is shown in Table 1.

The AR Drone 2.0 was configured with the following parameters values. The maximum horizontal speed was set to 2.75 m/s, where $v_{at\max} = 2.0$ m/s, $v_{ct\max} = 0.75$ m/s. The FSM parameters were set to $R_{conf} = 0.25$ m, $v_{stall\max} = 0.25$ m/s, $t_{rv\max} = 1.20$ s, and the maximum acceleration to $a_{xy\max} = 0.70$ m/s$^2$. The configuration parameters were selected to obtain high speeds on the straight segments, with the objective of studying the controller performance on this configuration on outdoors environments.
Fig. 7 Pseudo-hexagon trajectory following experimental test on an outdoors environment performed using our architecture and an AR Drone 2.0. The graph shows the reference and followed trajectory in the XYZ space, and the graph additionally shows the vehicle heading during the second lap of the experiment were the yaw controller interaction with the trajectory following task was tested. The trajectory is an hexagon on the XY plane with varying values of altitude, on the 5.5–8.5 m range, at each checkpoint. The test consisted on three laps, where the yaw heading control was tested on the second lap, which is plotted on graph (d). Some performance parameters obtained from this test are shown in Table 1.

Fig. 8 Pseudo-octagon trajectory following experimental test on an outdoors environment performed using our architecture and an AR Drone 2.0. The graph shows the reference and followed trajectory in the XYZ space, and the graph additionally shows the vehicle heading during the second lap of the experiment were the yaw controller interaction with the trajectory following task was tested. The trajectory is an octagon on the XY plane with varying values of altitude, on the 3.0–6.0 m range, at each checkpoint. The test consisted on two laps, where the yaw heading control was tested on the second lap, which is plotted on graph (f). The test was interrupted at the end of the second lap due to poor WiFi performance. Some performance parameters obtained from this test are shown in Table 1.

Each experiment is shown in one figure: the first experiment consisted of a pseudo-square trajectory shown on Fig. 6, the second one was a pseudo-hexagon shown on Fig. 7, and the last one was a pseudo-octagon shown on Fig. 8. As shown the drone follows a trajectory made out of straight segments and circle segments around the corners. The first graphs [(a), (c) and (e)] show only the trajectory reference and the estimated position, and the second ones [(b), (d) and (f)] show also the yaw heading during one of the laps. As can be appreciated from the graphs, the yaw control can be handled separately from the position control.

The error to the trajectory is measured against the odometry based position estimation. As expected this estimation is not accurate, and accumulates error over time. A ground truth to obtain an accurate tracking error is difficult to obtain without a motion capture system, which is the reason why it is not calculated. The drift depends on many circumstances that affect the quality of the optical flow speed estimation: texture of the floor, size of identifiable features in floor texture, illumination, altitude of the flight, yaw rotation speed, etc. To keep a good quality on the position measurements the yaw rotation speed commands
Table 1 Summary of results of the experimental tests obtained for the trajectories presented on the paper on Figs. 6, 7 and 8

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$d_{\text{mean}}$</th>
<th>$d_{\text{max}}$</th>
<th>$v_{\text{mean}}$</th>
<th>$v_{\text{max}}$</th>
<th>$\Delta L_{\text{mean}}$</th>
<th>$\Delta t_{\text{test}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>units</td>
<td>[m]</td>
<td>[m]</td>
<td>[m/s]</td>
<td>[m/s]</td>
<td>[m]</td>
<td>[s]</td>
</tr>
<tr>
<td>Square</td>
<td>0.17</td>
<td>0.70</td>
<td>0.92</td>
<td>1.90</td>
<td>7.72</td>
<td>123.0</td>
</tr>
<tr>
<td>Hexagon</td>
<td>0.31</td>
<td>1.71</td>
<td>1.09</td>
<td>1.95</td>
<td>7.75</td>
<td>123.0</td>
</tr>
<tr>
<td>Octagon</td>
<td>0.32</td>
<td>2.90</td>
<td>1.17</td>
<td>2.10</td>
<td>7.75</td>
<td>95.0</td>
</tr>
</tbody>
</table>

The specified parameters are: average, $d_{\text{mean}}$, and maximum, $d_{\text{max}}$, tracking error; average, $v_{\text{mean}}$, and maximum, $v_{\text{max}}$, speed along-trajectory; $\Delta L_{\text{mean}}$, mean distance between waypoints and $\Delta t_{\text{test}}$, duration of the test. The tested trajectories and polygons on the XY plane, with varying values of altitude on each waypoint. The tracking error is calculated from the odometry based position estimates. The mean and maximum speed are calculated taking into account the component along the trajectory, where the number of laps on each test was 2–3 laps.

are saturated at 50°/s, and are usually below 30°/s. The flights were mostly unaffected during yaw heading rotation. In the flights exposed in this section the yaw rotation speed attained values of about 30–50°/s. The experimental data clarify, however, that the vehicle tends to oscillate around the reference trajectory during the yaw rotation. High yaw rotation speeds do affect the position control, but 50°/s is an acceptable value for many applications.

The altitude on each experiment was 2.5–5.5 m, 5.5–8.5 m and 3.0–6.0 m respectively. The AR Drone 2.0 can measure altitude precisely of up to 6 m [1] using the ultrasound sensor. For higher altitudes the drone has to switch to using the pressure sensor. In practice, the drone telemetry will show a good tracking on the altitude coordinate, while on reality the vehicle is correcting the altitude internally moving upwards or downwards. This was specially appreciable during some of the experiments shown on this paper, but is not visible on the plots because the sensor reading is misleading.

The selected tests show how our architecture is able to deal with moderate winds and how it takes into account automatically the curve inner angles of the trajectory at each waypoint. The trajectories have a varying number of waypoints to provide a varying inside angle of the trajectory at their waypoints. Since they are all regular polygons on the XY plane, then the higher the number of waypoints the bigger the inner angles of the trajectory will be, allowing for faster passes through them. This is appreciated by the mean speed during trajectory tracking, see $v_{\text{mean}}$ in Table 1. The other factor that affects the maximum and mean speeds, $v_{\text{max}}$ and $v_{\text{mean}}$ respectively, is the distance between waypoints; but all the trajectories where performed with similar distances. Longer distances between waypoints allow the multicopter to accelerate to and decelerate from higher speeds.

In some occasions, the drone drifts off course in the curves of the trajectory. But this behaviour is not deterministic and the same error is not committed in every corner and is not even repeated on the next lap. However, it could be avoided lowering the $a_{\text{xy max}}$ and $t_{\text{rv max}}$ to more restrictive values. It would be convenient to have separate values of acceleration for the curves and the straight lines, as the controller architecture does not perform equally well on straight trajectory segments than in the curves. Then the solutions are improving the controller, or adding parameters to the speed planning algorithm to take into account this issue. Another occasional behaviour is that the odometry error may increase substantially and the drone might perform a 20–50% bigger trajectory than commanded, due to odometry estimation errors; or subsequently cumulate a constant drift per lap on a certain direction. This behaviour might be triggered by the AR Drone’s altitude sensor switching solution, but we do not have experimental evidence to ascertain the source of this occasional problem.

6 Conclusions

In this paper, we have extended the experimental work presented on a previous conference paper [3], to outdoors environments performing 3D trajectories using an additional multicopter, the AR Drone 2.0 with its outdoors hull. The tests with AR Drone 2.0 showed that this controller is able to handle wind disturbances accumulating small tracking error. However, our architecture requires a good odometry sensor which in
the presented work is directly provided by the AR Drone 2.0’s hardware.

We presented our experimental work on the design of a multirotor navigation controller that allows for safer multirotor flights. The contribution of these works is two-fold: first, a discussion on various causes for multirotor navigation controllers malfunctioning is presented. Second, we derived a simple and robust approach to address these causes natively in our middle-level controller architecture. As a further contribution to the research community, all the code related to this paper will be available on GitHub repositories.

This work is centered around the fact that the state estimation algorithms and the controller can interact in a very negative way when visual odometry estimations are faulty. This motivated our work to identify its causes and design an approach to overcome the problem. Our experimental work has led us to identify the safety boundaries under which our estimation algorithms work correctly. Then, our controller was designed to natively allow the saturation of the vehicle velocity. Although the speed can be saturated on the trajectory planning module, introducing this feature natively on the controller also allows to fly safely on speed and position control modes, or whenever the middle-level controller is utilized. The work has resulted in an overall increase of the safety and repeatability of our experimental tests, which in turn allowed us to increase our test’s efficiency and gain two awards on the IMAV 2012 competition. The experimental tests on our multirotor platforms have shown the robustness of our approach. The small trajectory tracking errors, measured against the EKF estimation, on these tests show that our efforts should be focused on improving our odometry and localization algorithms rather than the controller itself.

As an overall summary, the presented architecture was developed to allow a fast implementation on multiple multirotor vehicles. It permits to test the autonomous navigation software during real flight with a low cost vehicle, such as an AR Drone, and then easily make it portable to a more professional vehicle, such as an Asstec Pelican. The paper highlights the usage of a common drone model, and the issues that had to be solved to attain portability among multiple platforms. As future work, our group is interested on visual localization algorithms that can improve odometry and position measurements to the EKF; and the presented controller architecture will be tested in outdoors adding the GPS measurements for civilian applications research.
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