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ABSTRACT

Monte Carlo (MC) methods are widely used in signal processing, machine learning and communications for statistical inference and stochastic optimization. A well-known class of MC methods is composed of importance sampling and its adaptive extensions (e.g., population Monte Carlo). In this work, we introduce an adaptive importance sampler using a population of proposal densities. The novel algorithm provides a global estimation of the variables of interest iteratively, using all the samples generated. The cloud of proposals is adapted by learning from a subset of previously generated samples, in such a way that local features of the target density can be better taken into account compared to single global adaptation procedures. Numerical results show the advantages of the proposed sampling scheme in terms of mean absolute error and robustness to initialization.

1. INTRODUCTION

Monte Carlo methods are widely used in signal processing and communications [1, 2]. Importance sampling (IS) [3, 4] is a well-known Monte Carlo (MC) methodology to compute integrals involving a complicated multidimensional target probability density function (pdf), \( \pi(x) \) with \( x \in \mathbb{R}^n \), efficiently. The IS technique draws samples from a simple proposal pdf, \( q(x) \), assigning weights to them according to the ratio between the target and the proposal, i.e., \( \omega(x) = \frac{\pi(x)}{q(x)} \). However, although the validity of this approach is guaranteed under mild assumptions, the variance of the estimator depends critically on the discrepancy between the shape of the proposal and the target. For this reason, Markov Chain Monte Carlo (MCMC) methods are usually preferred for large dimensional applications [5, 6, 7, 8].

In order to solve this issue, several works are devoted to the design of adaptive IS (AIS) schemes [4], where the proposal density is updated by learning from all the previously generated samples. The Population Monte Carlo (PMC) [9] and the Adaptive Multiple Importance Sampling (AMIS) [10] methods are two general schemes that combine the proposal adaptation idea with the cooperative use of a population of proposal pdfs. In PMC, a cloud of proposals is updated using propagations and resampling steps [4, Chapter 14]. In AMIS, a single proposal is adapted following a standard adaptive IS scheme, but the sequence of all the previous proposals is used to build the global estimator (implying that all the previous proposals must be evaluated at the new samples, thus leading to an increase in computational cost as the algorithm evolves).

In this work, we introduce a novel population scheme, adaptive population importance sampling (APIS). APIS draws samples from different proposal densities at each iteration, weighting them according to the so-called deterministic mixture approach, proposed in [11, 12] for a fixed (i.e., non-adaptive) setting. At each iteration, APIS computes iteratively a global IS estimate, taking into account all the generated samples up to that point. The main difference w.r.t. AMIS and PMC lies in its more streamlined adaptation procedure. APIS starts with a cloud of \( N \) proposals initialized randomly or according to the prior information available. The algorithm is then divided into groups of \( T_n \) iterations (so called epochs), where the proposals are kept fixed and \( T_n \) samples are drawn from each one. At the end of every epoch, the \( T_n \) samples drawn from each proposal are used to update its parameters (using partial IS estimators). APIS does not require resampling steps to prevent the degeneracy of the mixture (as in PMC) and its computational cost does not increase with the iteration number (as in AMIS).

For the sake of simplicity, in this work we focus on a specific implementation with Gaussian proposal pdfs, whose means are updated according to the partial IS estimators of the expected value of the target, given \( T_n \) samples from each Gaussian. In this way, APIS takes advantage of one of the drawbacks of a standard IS method, since each proposal is able to extract specific and localized features of the target efficiently. Thus, one proposal can describe a specific region, while the remaining proposals explore other parts of the state space. Numerical results show that APIS improves the performance of a standard non-adaptive multiple importance sampler regardless of the initial conditions and parameters.
2. PROBLEM STATEMENT

In many applications, we are interested in inferring a variable of interest given a set of observations or measurements. Let us consider the variable of interest, \( x \in \mathbb{R}^n \), and let \( y \in \mathbb{R}^d \) be the observed data. The posterior pdf is then

\[
p(x|y) = \frac{\ell(y|x)g(x)}{Z(y)} \propto \ell(y|x)g(x),
\]

where \( \ell(y|x) \) is the likelihood function, \( g(x) \) is the prior pdf and \( Z(y) \) is the model evidence or partition function (useful in model selection). In general, \( Z(y) \) is unknown, so we consider the corresponding (usually unnormalized) target pdf,

\[
\pi(x) = \ell(y|x)g(x).
\]

Our goal is computing efficiently some moment of \( x \), i.e., an integral measure w.r.t. the target pdf,

\[
I = \int f(x)\pi(x)dx,
\]

where \( Z = \int \pi(x)dx \).

3. THE APIS ALGORITHM

The adaptive population importance sampling (APIS) algorithm tries to estimate \( Z \) and \( I \) by drawing samples from a population of adaptive proposals. For the sake of simplicity, here we only consider a population of Gaussian proposal pdfs with fixed covariance matrices and we adapt only the means. However, the underlying idea is more general: many kinds of proposals could be used, including mixtures of different types of proposals. Furthermore, other parameters (e.g., the covariance matrices or any other shape/scale parameters) could also be updated.¹

3.1. Algorithm

The APIS algorithm is summarized below.

1. **Initialization:** Set \( t = 1 \), \( m = 0 \), \( \bar{I}_0 = 0 \) and \( L_0 = 0 \).

2. **IS steps:**

   (a) Draw \( z_i \sim q_i^{(m)}(x) \) for \( i = 1, \ldots, N \).

3. **Iterative IS estimation:** Calculate the “current” estimate of \( I \),

\[
\hat{J}_t = \sum_{i=1}^N \bar{w}_i f(z_i),
\]

and the global estimate, using the recursive formula

\[
\hat{I}_t = \frac{1}{L_{t-1} + S} \left( L_{t-1}\hat{I}_{t-1} + S\hat{J}_t \right),
\]

where \( L_t = L_{t-1} + S \). Note that \( \hat{Z}_t = \frac{1}{N_t}L_t \).

4. **Learning:**

   (a) Compute

\[
\rho_i = \frac{\pi(z_i)}{q_i^{(m)}(z_i)}, \quad i = 1, \ldots, N.
\]

   (b) Calculate the empirical means,

\[
\eta_i = \frac{1}{W_i + \rho_i} \left( W_i \eta_i + \rho_i z_i \right),
\]

and set \( W_i = W_i + \rho_i \) for \( i = 1, \ldots, N \).

5. **Proposal adaptation:** If \( t = kT_a \) (\( k = 1, 2, \ldots, M \)):

   (a) Adapt the proposals, moving them to the locations corresponding to their empirical means, i.e., set

\[
\mu_i^{(m+1)} = \eta_i, \quad i = 1, \ldots, N,
\]

and \( q_i^{(m+1)} = N(x; \mu_i^{(m+1)}, C_i) \).

   (b) “Refresh memory” by setting \( \eta_i = 0 \) and \( W_i = 0 \) for \( i = 1, \ldots, N \). Set also \( m = m + 1 \).

6. **Stopping rule:** The simplest possibility is: If \( t < T \), set \( t = t + 1 \) and repeat from step 2. Otherwise, end.

7. **Outputs:** Return the estimate of the desired integral,

\[
\hat{I}_T \approx I = \frac{1}{Z} \int f(x)\pi(x)dx,
\]

as well as the normalizing constant of the target pdf,

\[
\hat{Z}_T \approx Z = \int \pi(x)dx.
\]

The final locations of the Gaussians (i.e., their means, \( \mu_i^{(M)} \) for \( i = 1, \ldots, N \)) could also be used to estimate the locations of the modes of \( \pi(x) \).
3.2. Remarks and observations

In this section, we provide some important remarks on several aspects of the APIS algorithm:

1. All the different proposal pdfs should be normalized to provide a correct IS estimation.

2. The global estimators, $\hat{I}_T$ and $\hat{Z}_T$, are iteratively obtained by a sampling approach using $NT$ total samples drawn (in general) from $NT$ different proposals: $N$ initial proposals chosen by the user, and $N(T - 1)$ proposals adapted by the algorithm.

3. Different stopping rules can be applied to ensure that the global estimators produce the desired degree of accuracy, in terms of Monte Carlo variability. For instance, one possibility is taking into account the variation of the estimate over time. In this case, the algorithm could be stopped at any iteration $t^* < T$, since an IS approach does not have the convergence issues ("burn-in" period) appearing in MCMC methods.

Moreover, let us observe that the algorithm works on two different time scales:

1. At each iteration ($t = 1, \ldots, T = MT_0$), APIS computes the "current" estimate of the desired integral, $\hat{I}_t$, and updates recursively the global estimates of the desired integral and the normalizing constant, $\hat{I}_t$ and $\hat{Z}_t$ respectively.

2. At the transition iterations between two epochs ($t = mT_0$ with $m = 1, \ldots, M$), the parameters of the proposals, $\mu_i^{(m)}$ for $1 \leq i \leq N$, are updated.

Considering only the transitions (i.e., $t = mT_0$), APIS can be seen as a parallel implementation of $N$ different adaptive IS methods using $T_0 = T_M^t \geq 2$ samples to adapt the proposal pdfs and providing a single global estimation. Thus, in the previous description the index $t$ could be removed. Indeed, within an epoch the proposals do not change, so we could draw $T_0$ i.i.d. samples directly from each proposal and then adapt the proposals using these samples. However, we prefer to maintain the previous description to emphasize the fact that the accuracy of the estimator can be tested at each iteration $t$, and that the algorithm could be stopped at any time.

3.3. Black-box implementation

As in any other Monte Carlo technique, the performance of APIS depends on the initialization, although this sensitivity is reduced w.r.t. a standard IS approach, as illustrated in the simulations. Hence, if some prior information about the target is available, it should be used to choose the initial parameters. However, if no prior information is available, a possible black-box implementation of APIS is the following. (a) Select randomly $N_\mu$ different means in order to cover as much as possible of the target’s domain, $\mathcal{X} \subseteq \mathbb{R}^n$. (b) For each mean, choose $N_\sigma$ different covariance matrices, implying that the total number of different proposals is $N = N_\mu N_\sigma$.

4. NUMERICAL RESULTS

For the simulations, we consider a bivariate multimodal target pdf, which is itself a mixture of 5 Gaussians, i.e.,

$$\pi(x) = \frac{1}{5} \sum_{i=1}^{5} N(x; \nu_i, \Sigma_i), \quad x \in \mathbb{R}^2,$$

with means $\nu_1 = [-10, -10]^T$, $\nu_2 = [0, 16]^T$, $\nu_3 = [13, 8]^T$, $\nu_4 = [-9, 7]^T$, $\nu_5 = [14, -14]^T$, and covariance matrices $\Sigma_1 = [2, 0.6; 0.6, 1]$, $\Sigma_2 = [2, -0.4; -0.4, 2]$, $\Sigma_3 = [2, 0.8; 0.8, 2]$, $\Sigma_4 = [3, 0; 0, 0.5]$ and $\Sigma_5 = [2, -0.1; -0.1, 2]$. Fig. 1 shows a contour plot of $\pi(x)$.

We apply APIS with $N = 100$ Gaussian proposals to estimate the mean (true value $[1.6, 1.4]^T$) and normalizing constant (true value 1) of the target. We choose deliberately a "bad" initialization of the initial means, to test the robustness of the algorithm and its ability to improve the corresponding static (i.e., non-adaptive) IS approach. Specifically, the initial means are selected uniformly within a rectangle, $\mu_i^{(0)} \sim U([-4, 4] \times [-4, 4])$ for $i = 1, \ldots, N$. A single realisation of $\mu_i^{(0)}$ is depicted by the squares in Fig. 1.

Initially we use the same isotropic covariance matrix, $C_i^{(0)} = \sigma^2 \Sigma$, for every proposal. We test different values of $\sigma \in \{0.5, 1, 2, 3, 5, 7, 10, 70\}$, to gauge the performance of APIS. Then we also try different non-isotropic diagonal covariance matrices, $C_i^{(0)} = \text{diag}(\sigma_{i,1}^2, \sigma_{i,2}^2)$, where
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