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ABSTRACT

The Semantic Web technology needs to be thoroughly evaluated for providing objective results and obtaining massive improvement in its quality; thus, the transfer of this technology from research to industry will speed up. This chapter presents software benchmarking, a process that aims to improve the Semantic Web technology and to find the best practices. The chapter also describes a specific software benchmarking methodology and shows how this methodology has been used to benchmark the interoperability of ontology development tools, employing RDF(S) as the interchange language.

INTRODUCTION

The Semantic Web technology has considerably improved since the 1990’s, when the first tools were developed; although it has mainly been applied in research laboratories, in recent years companies have started to be interested in this technology and its application.

To transfer the Semantic Web technology from the academia, its current niche, to the industrial world it is necessary that this technology reaches a maturity level that enables it to comply with the quality requirements of the industry. Therefore, the Semantic Web technology needs to be thoroughly evaluated both for providing objective results and for attaining a massive improvement in its quality.

Until recently, the Semantic Web technology was seldom evaluated; now, however, this technology is widely used and numerous studies concerning its evaluation have appeared in the last few years. So now it seems quite necessary that researchers increase the quality of their evaluations and improve the technology collec-
tively by benchmarking it, employing for this a methodological process.

Evaluating and benchmarking this technology within the Semantic Web can be quite costly because most of the people involved do not know how to carry out these processes and also because no standard nor agreed methods to follow now exist. On the other hand, since it is quite difficult to reuse the results and put into practice the lessons learnt in previous activities, it is necessary to develop new methods and tools every time this technology has to be evaluated or benchmarked.

Software benchmarking is presented in this chapter as a continuous process whose aim is to improve software products, services, and processes by evaluating and comparing them with those considered the best. Although software evaluations are performed inside the benchmarking activities, benchmarking provides some benefits that cannot be obtained from evaluations, as for example, the continuous improvement of software, or the extraction of the best practices used to develop the software.

Within the Knowledge Web® European Network of Excellence a new methodology for benchmarking Semantic Web technology has been developed; this methodology is now being adopted in different benchmarking studies and applied to the different types of Semantic Web technologies (ontology development tools, ontology alignment tools, ontology-based annotation tools, and reasoners). The methodology focuses on the special interests of the industry and research fields and on their different needs. At the end of the chapter, we describe how we have followed this methodology during one of the activities performed to benchmark the interoperability of ontology development tools, employing RDF(S) as the interchange language.

EVALUATION AND BENCHMARKING IN THE LITERATURE

Software Evaluation

Software evaluation plays an important role in different areas of Software Engineering, such as Software Measurement, Software Experimentation or Software Testing. In this section, we present a general view of these areas.

According to the ISO 14598 standard (ISO/IEC, 1999), software evaluation is the systematic examination of to which extent an entity is capable of fulfilling specified requirements; this standard considers software not just as a set of computer programs but also as a set of procedures, documentation and data.

Software evaluation can take place all along the software life cycle. It can be performed during the software development process by evaluating intermediate software products or when the development has finished.

Although evaluations are usually carried out inside the organisation that develops the software, other independent groups such as users or auditors can also make them. When independent third parties evaluate software, they are usually very effective, though their evaluations can become very expensive (Rakitin, 1997).

The goals of evaluating software vary since they depend on each specific case, but in general, they can be summarised (Basili et al., 1986; Park et al., 1996; Gediga et al., 2002) as follows:

- To describe the software in order to understand it and establish baselines for comparisons.
- To assess the software with respect to some quality requirements or criteria and determine the degree of quality required from the software product and its weaknesses.
• To **improve** the software by identifying opportunities and, thus, improving its quality. This improvement is measured by comparing the software with the baselines.
• To **compare** alternative software products or different versions of a same product.
• To **control** software quality by ensuring that it meets the required level of quality.
• To **predict** new trends in order to take decisions and establish new goals and plans for accomplishing them.

It is understood that the methods to follow to evaluate software vary from one author to another and from one Software Engineering area to another. However, from the methods proposed in the areas of a) Software Evaluation (ISO/IEC, 1999; Basili, 1985), b) Software Experimentation (Basili & Selby, 1991; Perry et al., 2000; Freimut et al., 2002), c) Software Measurement (Park et al., 1996; IEEE, 1998), and d) Software Testing (Abran et al., 2004) we can extract a common set of tasks that must be carried out in software evaluations. These tasks are the following:

1. To establish the evaluation requirements by setting its goals, the entities to evaluate, and their relevant attributes.
2. To define the evaluation by explaining the data to collect, the evaluation criteria to follow, and the mechanisms to collect data and implement these mechanisms.
3. To produce the evaluation plan.
4. To execute the evaluation and to collect data.
5. To analyse the collected data.

**Benchmarking in the Literature**

In the last decades, the word benchmarking has become relevant within the business management community. The most well-known definitions of the term are those by Camp (1989) and Spendolini (1992). Camp defines benchmarking as **the search for industry best practices that lead to superior performance**; on the other hand, Spendolini has expanded Camp’s definition by adding that benchmarking is a **continuous, systematic process for evaluating the products, services, and work processes of organisations that are recognised as representing best practices for the purpose of organisational improvement**. In this context, best practices are good practices that have worked well elsewhere, are proven and have produced successful results (Wireman, 2003).

These definitions highlight the two main benchmarking characteristics:

• Continuous improvement.
• Search for best practices.

The Software Engineering community does not share a common benchmarking definition but several. Here we present some of the most representative:

• Both Kitchenham (1996) and Weiss (2002) define benchmarking as a software evaluation method suitable for system comparisons. Whereas for Kitchenham benchmarking is **the process of running a number of standard tests using a number of alternative tools/methods and assessing the relative performance of the tools in those tests**, for Weiss benchmarking is **a method of measuring performance against a standard, or a given set of standards**.
• Wohlin et al. (2002) have adopted the benchmarking definition from the business world, that is, they consider benchmarking as a continuous improvement process that strives to be the best of the best through the comparison of similar processes in different contexts.
Software Benchmarking

In this section, we have followed the notions that support continuous improvement and search for best practices within business management benchmarking; these notions have led us to consider software benchmarking as a continuous improvement process instead of as a punctual activity. Equally important for us are the concept of comparing software through evaluations and that of carrying out the benchmarking activity through a systematic procedure.

All these concepts permit us to define software benchmarking as a continuous process whose aim is to improve software products, services, and processes by systematically evaluating and comparing them with those considered to be the best.

This definition, however, does not specify the type of the entities considered in benchmarking (software products, services or processes), nor does it determine the software life-cycle phase when benchmarking is performed, and nor does it explain who is responsible for benchmarking. However, software benchmarking is usually performed on software products already developed and is executed by their developers.

The reason for benchmarking software products instead of just evaluating them is to gain those benefits that cannot be obtained from software evaluations. When we evaluate software we can observe its weaknesses and its compliance to quality requirements. If, on the other hand, several software products are involved in the evaluation, then we can have a comparative analysis of these products and provide some recommendations. But when we benchmark several software products, in addition to all the benefits commented, we obtain products that are continuously improved, recommendations for developers on the practices used and, from these practices, those that can be considered the best.

Software Evaluation in Benchmarking Activities

To evaluate software is not a straightforward task; however, as this is an issue that has been thoroughly examined both in theory and practice, several authors have proposed different recommendations to consider (Basili et al., 1986; Perry et al., 2000; Freimut et al., 2002; Juristo & Moreno, 2001; Kitchenham et al., 2002).

These recommendations are also applicable to the software evaluations made during the benchmarking activities. However, when we have to define this kind of software evaluations, we must take into account some additional recommendations.

And the most important recommendation is that the evaluation of the benchmarking procedure must be an improvement-oriented activity. Its intended results will not only be used for comparing the different software products, but for learning how to improve such products. This requires that the evaluation yield not only some comparative results but also that it show the practices that produced these results.

Another recommendation is that benchmarking evaluations should be as general as possible since they will be performed by different groups of people in different locations and on different software.

Benchmarking is a process driven by a community; therefore, to gain credibility, effectiveness and impact, its evaluations should also be community-driven.

Additionally, benchmarking evaluations should be reproducible since they are intended to be used not only by the people participating in the benchmarking, but by the whole community. This requires that the evaluation be thoroughly detailed, providing public data and procedures.

To perform the evaluations consumes significant resources; these evaluations, on the other
hand, must be made by several groups of people. Therefore, evaluations should be as economical as possible, employing for this activity common evaluation frameworks and, when this is not possible, limiting the scope of the evaluation.

Furthermore, as benchmarking is a continuous process, benchmarking evaluations should have a limited scope, leaving other objectives for the next benchmarking iterations and incrementing progressively the complexity of the evaluations. We must add here that a broader evaluation scope does not entail better results but more resources.

As the next section shows, most of these recommendations should also be adopted in the benchmark suites. Therefore, it is advisable to use benchmark suites in the evaluations.

**Benchmark Suites**

A benchmark suite is a collection of benchmarks, being a benchmark a test or set of tests used to compare the performance of alternative tools or techniques (Sim et al., 2003).

A benchmark definition must include the following:

- The context of the benchmark, namely, which tools and which of their characteristics are measured with it (efficiency, interoperability, portability, usability, etc.).
- The requirements for running the benchmark, namely, the tools (hardware or software), data, or people needed.
- The input variables that affect the execution of the benchmark and the values that the variables will take.
- The procedure to execute the benchmark and obtain its results.
- The evaluation criteria followed to interpret these results.

A benchmark suite definition must include the definitions of all its benchmarks. Generally, all these benchmarks share some of their characteristics, such as context or requirements. These characteristics, therefore, must be specified at the benchmark suite level, and not individually for each benchmark.

**Desirable Properties of a Benchmark Suite**

The properties below, which are extracted from the works of different authors (Bull et al., 1999; Shirazi et al., 1999; Sim et al., 2003; Stefani et al., 2003), can help both to develop new benchmark suites and to assess the quality of the existing ones before being used.

Although a good benchmark suite should have most of these properties, each evaluation will require considering some of them previously. However, we must not forget that achieving these properties completely is not possible since the increment of some properties has a negative effect on the others.

- **Accessibility.** A benchmark suite must be accessible to anyone interested. This involves providing (a) the necessary software to execute the benchmark suite, (b) the software documentation, and (c) the software source code to increase transparency. Then the results obtained from executing the benchmark suite should be made public so that anybody can execute it and then compare his/her results with those available.
- **Affordability.** Using a benchmark suite normally entails a number of costs regarding human, software, and hardware resources. Thus, the costs of using a benchmark suite must be lower than those of defining, implementing, and carrying out any other experiments that fulfill the same goal. On the other hand, the resources consumed in the execution of a benchmark suite can be reduced by (a) automating the execution of
the benchmark suite, (b) providing components for data collection and analysis, and (c) facilitating its use in different heterogeneous systems.

- **Simplicity.** The benchmark suite must be simple and interpretable and should be well documented; therefore, whoever wants to use it must be able to understand how it works and the results that it yields. If the benchmark suite is not transparent enough, its results will be questioned and may be interpreted incorrectly. To avoid this, the elements of the benchmark suite should have a common structure and use, and common inputs and outputs. Measurements, on the other hand, should have the same meanings across the benchmark suite.

- **Representativity.** The actions that perform the benchmarks composing the benchmark suite must be representative of the actions normally performed on the system.

- **Portability.** The benchmark suite should be executed on a wide range of environments and should be applicable to as many systems as possible. Besides, it should be specified at a high enough level of abstraction to ensure that it can be transferred to different tools and techniques and that is not biased against other technologies.

- **Scalability.** The benchmark suite should be parameterised to allow scaling the benchmarks with varying input rates. In addition, it should work with tools or techniques of different levels of maturity and should be applicable to research prototypes and commercial products.

- **Robustness.** The benchmark suite must allow for unpredictable environment behaviours and should not be sensitive to factors irrelevant to the study. When running the same benchmark suite on a given system and under the same conditions several times, the results obtained should not vary considerably.

- **Consensus.** The benchmark suite must be developed by experts capable of applying their knowledge of the domain and of identifying the key problems. Additionally, it should be assessed and agreed on by the whole community.

---

**EVALUATION AND BENCHMARKING WITHIN THE SEMANTIC WEB**

This section provides an overview of the evaluation and benchmarking trends now occurring in the Semantic Web area; it also describes to what extent the evaluation and benchmarking activities performed on the Semantic Web technology can be partially or totally reused in different tools, and the facilities provided for doing so.

To this end, we have performed a survey of the main conferences on the Semantic Web field and of the workshops whose main topic is Semantic Web technology evaluation. We have examined the proceedings of five conferences: International Semantic Web Conference (ISWC), European Semantic Web Conference (ESWC), Asian Semantic Web Conference (ASWC), International Conference on Knowledge Capture (K-CAP), and International Conference on Knowledge Engineering and Knowledge Management (EKAW); and we have studied five workshops: Workshop on Evaluation of Ontology-based Tools (EON), Workshop on Scalable Semantic Web Knowledge Base Systems (SSWS), Workshop on Practical and Scalable Semantic Systems (PSSS), International Workshop on Ontology Matching (OM), and Workshop on Integrating Ontologies (IntOnt). The survey includes all the papers accepted in these conferences and workshops from 2000 to 2006.

It is clear that the papers examined, which were presented in the conferences and workshops above commented, do not provide exhaustive information, but they can provide an overview of the current trends.
Benchmarking in the Semantic Web

We consider that fulfilling the desirable properties of a benchmark suite and the recommendations for defining evaluations in benchmarking activities, both defined in the previous section, is an indication of evaluation reusability. And thus, with these desirable properties and recommendations in mind we have produced a questionnaire that should be filled in for each of the selected papers. As an example, the questions asked for assessing the portability of an evaluation approach are the following:

- In which type of tools can the evaluation be performed?
- Can the evaluation approach be transferred to other tools?
- On which of the operating systems/platforms can the evaluation be performed?

Although software evaluations are frequent in research papers, we focused on those papers where the evaluation approaches followed are reusable to a certain extent. However, we did not distinguish between evaluations that are performed within the benchmarking activities and evaluations that are not, nor did we distinguish between these benchmarking activities that use benchmark suites and those that do not. Thus, the criteria we followed to select the papers are:

- The paper describes how to evaluate several tools, or it shows the results of the evaluation over several tools, or both.
- The evaluation described in the paper involves more than one tool or is intended to be applied to more than one tool.
- The evaluation described in the paper is targeted to software tools or to methods implemented by some software.

With these criteria we selected 61 papers and filled in the questionnaire. Of these papers, 21 deal with the description and application of an evaluation, 7 simply describe an evaluation, and 33 show how an evaluation is made. Among the papers selected, we included those workshop papers that present proposals for performing a common evaluation and the papers written on this evaluation by the participants together with the results of their findings.

Figure 1 and Figure 2 show the trend concerning papers related to evaluation that were published in the last few years. As for the 17 papers presented in the conferences, they have led us to conclude, first, that the number of papers increases every year and, second, that no evaluation-related papers were submitted to the EKAW and K-CAP conferences; this may occur because these conferences are more oriented to knowledge management than to the Semantic Web. With regard to the 44 papers presented in workshops, we have noticed that only 7 of them are regular papers and that the other papers are either evaluation proposals or evaluation results. There is a call for participation in evaluations every year; we have observed that in these evaluations the number of evaluation contributions varies, whereas the number of regular papers is more or less constant.

Our survey shows the results of the reusability of the evaluation approaches in which it can be observed that some of them are positive and some, negative.

The positive results confirm that, in general, the evaluation approaches are easy to understand because they clearly establish both the input data, according to a common structure, and the evaluation criteria for analysing the results. In addition, in most cases, performing the evaluations is not expensive since the evaluation approaches provide common evaluation frameworks and, quite often, the whole evaluation or part of it can be automated. In other cases, however, some software supports the evaluation, being this software and its source code usually accessible. Scalability and robustness have also been taken into account throughout the evaluations.
The negative results show that most of the papers deal with a small group of Semantic Web tools (ontology alignment tools, ontology development tools and ontology repositories) and that, in general, evaluations are not applicable to other types of tools. Besides, the accessibility of these evaluations is not high, the procedure to perform the evaluation is not always clearly defined, and
the input data is not always accessible. We can add that only in a few cases the papers provide a web page with information on the evaluation. The input data is not representative of the actions performed on the system and, occasionally, the evaluation has been developed and agreed on by a community. Furthermore, the existing evaluation approaches are not transferrable and the cost of performing the evaluation is never considered; most of the evaluations are defined as one-time activities. Only in a few cases improvement is a goal and, quite often, the practices that lead to the results or improvement recommendations cannot be obtained directly from these results.

As we mentioned before, each of the questions of the questionnaire is related to one of the desirable properties of a benchmark suite. Therefore, we have described the reusability of the evaluation presented in each paper taking into account the number of questions answered positively for each of these properties. For each paper, we have calculated the percentage of positive answers for each dimension and the mean of all these percentages. The resulting value ranges from 0 (not reusable at all) to 1 (totally reusable). Even though this is not a robust metric, it gives us a hint of the reusability of the evaluations.

Figure 3 presents the histogram of the reusability metric used with the 28 papers that describe how to perform an evaluation over several tools. The horizontal axis represents the different ranges of the reusability metric, whereas the vertical axis represents the number of papers in each range. We can clearly observe that most of the papers have low values and are far from the ideal situation.

As a summary of this section we can conclude that although the number of evaluation and benchmarking activities is continuously increasing in the Semantic Web area, such number is still not good enough to ensure a high quality technology, and that the activities carried out involved just a few types of Semantic Web technologies. Consequently, the reusability of the evaluation approaches is not high enough, which is a hindrance for their use.

Figure 3. Histogram of the reusability metric
THE BENCHMARKING METHODOLOGY FOR SEMANTIC WEB TECHNOLOGY

This section summarises the benchmarking methodology for Semantic Web technology developed by the authors in the Knowledge Web European Network of Excellence. A detailed description of this methodology can be found in (García-Castro et al., 2004).

The methodology has been inspired by works of quality improvement from different fields. The main inputs for this methodology were the benchmarking methodologies of the business management community and their notions of continuous improvement and best practices. We have also taken into account the evaluation and improvement processes proposed in the Software Engineering area such as those cited in Section 2.1.

Benchmarking Actors

The tasks of the benchmarking process are carried out by different actors according to the kind of roles to be performed in each task. The different types of actors involved are the following:

- **Benchmarking initiator.** The benchmarking initiator is the member (or members) of an organisation who makes the first tasks of the benchmarking process. His/her work consists in preparing a proposal for carrying out the benchmarking activity in the organisation and in obtaining the management approval to perform it.

- **Organisation management.** The organisation management plays a key role in the benchmarking process: this actor must approve the benchmarking activity and the changes that result from it. The organization management must also assign resources to the benchmarking and integrate the benchmarking planning into the organisation planning.

- **Benchmarking team.** Once the organisation management approves the benchmarking proposal, the benchmarking team is composed. Their members have to belong to the organisation and are responsible for performing most of the remaining benchmarking processes.

- **Benchmarking partners.** The benchmarking partners are the organisations participating in the benchmarking activity. All the partners must agree on the steps to follow during the benchmarking, and their needs must be considered.

- **Tool developers.** The developers of the tool must implement the necessary changes in the tool to improve it. Some of the developers may also be part of the benchmarking team and, if so, care must be taken to minimise bias.

Benchmarking Process

The benchmarking methodology for Semantic Web technology describes a benchmarking process together with the main phases to follow when benchmarking this technology and it also provides a set of guidelines. Therefore, this methodology has a twofold use: to help carry out software benchmarking activities, and to know, at a specific time, which is the actual progress of a benchmarking activity.

The benchmarking process defined in this methodology is composed of a benchmarking iteration that is repeated forever. Each iteration, as shown in Figure 4, is composed of three phases (Plan, Experiment and Improve) and ends with a Recalibration task.

Plan Phase

The Plan phase is composed of the different tasks that must be performed (1) to prepare the benchmarking proposal, (2) to obtain support from the organisation management, (3) to find
other organisations willing to participate in benchmarking, and 4) to plan benchmarking. These tasks are the following:

**P1. Goals identification.** In this task, the benchmarking initiator (the member or members of the organisation who are aware of the need for benchmarking) must identify the benchmarking goals according to the goals and strategies of the organization as well as the benefits and costs involved in carrying out benchmarking. However, every organization may have its own goals and these can be quite different. For example, some may be interested in assessing the performance and improving the quality of the software over its lifetime, others, in comparing their software with the software that is considered the best, whereas some others are interested in establishing or creating standards by analysing the different existing software.

**P2. Software and metrics identification.** In this task, the benchmarking initiator should make an analysis of the software products developed in the organisation in order to understand and document them, identifying the weaknesses and functionalities that require improvement. Then, he/she must select the products to be benchmarked, the functionalities relevant to the study and the evaluation criteria to follow to assess these functionalities; these criteria must take into account the organisation’s software, the benchmarking goals, the benefits and costs identified in the previous task as well as other factors considered critical by the organisation, such as quality requirements, end-user needs, etc.

**P3. Participant identification.** In this task, the benchmarking initiator must identify and contact the members concerned with the software and the functionalities selected (managers, developers, end users, etc.) and other relevant participants that do not belong to the organisation (customers or consultants). The benchmarking initiator is responsible for organizing the benchmarking team and, quite often, he is a member of the team. The team should be small and include those organisation members whose work and interest are related to the software, who have a thorough
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**Figure 4. The software benchmarking methodology**
understanding of the software and have gained valuable experience with it. They must be aware of the time they will spend in the benchmarking activity and of their responsibilities, and they should be trained in the tasks they will have to perform.

P4. Proposal writing. In this task, the benchmarking team (and the benchmarking initiator, if he does not belong to the team) must write a document with the benchmarking proposal. The proposal will be used as a reference along the benchmarking process and must include all the relevant information on the process: the information identified in the previous benchmarking tasks (goals, benefits, costs, software, metrics, members involved, and benchmarking team), a description of the benchmarking process, and a full detailed description of the benchmarking costs along with the resources needed. To do this, the benchmarking team should take into consideration the different intended readers of the benchmarking proposal, namely, the organisation managers, the organisation developers, the members of partner organisations, and the members of the benchmarking team.

P5. Management involvement. In this task, the benchmarking initiator must bring the benchmarking proposal to the organisation management. This task is of great significance because the management approval is required if we want to continue with the benchmarking process. Management support will also be requested in the future, when the changes required for benchmarking will have to be implemented, either in the software or in the organisation processes that affect the software.

P6. Partner selection. In this task, the benchmarking team must collect and analyse information on the software products that are to be compared with the software selected, and on the organisations that develop the products. The benchmarking team must also select the software employed in the benchmarking study taking into account its relevance and use in the community or in the industry, its public availability, how the software has adopted the latest technological tendencies, etc. In order to obtain better results with benchmarking, the software selected should be the software considered the best. Then, the benchmarking team must contact the people from the organisations that develop these software products to find out whether they are interested in becoming benchmarking partners. These partners will also have to establish a team and to take the proposal to their own organisation management for approval. During this task, the benchmarking proposal will be modified by incorporating the partners’ opinions and requirements. This will result in an updated proposal that, depending on the magnitude of the modifications, should be presented again to each organisation management for approval.

P7. Planning and resource allocation. In this task, the organisation managements and the benchmarking teams must specify the planning of the remainder of the process, considering the different resources that will be devoted to it, and finally they must reach a consensus. This planning must be given careful consideration and should be integrated into each organisation planning.

Experiment Phase

The Experiment phase is composed of the tasks in which the experimentation on the software products is performed. These tasks are the following:

E1. Experiment definition. In this task, the benchmarking teams of each organization must establish the experiment that will be performed on each of the software products, and then the members must agree on it. The experiment must be defined according to the benchmarking goals, the software functionalities selected, and their corresponding criteria, as stated in the benchmarking proposal. The experiment must also provide objective and reliable software data not just of its performance, but also of the reasons of
its performance; in addition, its future reusability must be also be considered. The benchmarking teams must determine and agree on the planning to follow during the experimentation; this new planning must be decided according to the benchmarking planning established previously.

**E2. Experiment execution.** As indicated in the experimentation planning, explained in the previous task, the benchmarking teams must perform the established experiments on their software products. Then the data obtained from all the experiments must be compiled, documented, and written in a common format to facilitate its future analysis.

**E3. Experiment results analysis.** In this task, the benchmarking teams must analyse the results, detect and document any significant differences found in them, and determine the practices leading to these different results in order to identify whether, among the practices found, some of them can be considered the best practices. Then, the benchmarking teams should write a report with all the findings of the experimentation, that is, the experimentation results, the differences in the results, the practices and the best practices found, etc.

**Improve Phase**

The Improve phase comprises the tasks where the results of the benchmarking process are produced and then communicated to the benchmarking partners; it also comprises the tasks where, in several cycles, the improvement of the different software products takes place. The tasks are the following:

**I1. Benchmarking report writing.** In this task, the benchmarking teams must write the benchmarking report. This report is intended to provide an understandable summary of the benchmarking carried out, and it should be written bearing in mind its different audiences: managers, benchmarking teams, developers, etc. The benchmarking report must include a) an explanation of the process followed, together with all the relevant information of the updated version of the benchmarking proposal; and b) the results and conclusions of the experiments presented in the experiment report, including the practices found and highlighting the best practices. The report should also contain the recommendations provided by the benchmarking teams for improving the software products according to the experiment results, the practices found, and the best practices implemented by the community.

**I2. Findings communication.** Here, the benchmarking teams must communicate, in successive meetings, the results of the benchmarking to their organisations and, particularly, to all the members concerned and identified when planning benchmarking. The goals of these meetings are:

- To obtain feedback from the members concerned on the benchmarking process, the results, and the improvement recommendations.
- To obtain support and commitment from the organisation members for implementing the improvement recommendations on the software.

Any feedback received during these communications must be collected, documented and analysed. This analysis may finally involve having to review the work done and to update the benchmarking report.

**I3. Improvement planning.** The last three tasks of the Improve phase (Improvement planning, Improvement and Monitor) form a cycle that must be carried out separately in each organisation. The benchmarking teams and the organisation managements must identify, from the benchmarking report and the monitoring reports, which are the changes needed to improve their software products. Besides, they must forecast the improvements to be achieved after performing these changes. Both the organisation management and the benchmarking team must provide
mechanisms for ensuring improvements in their organisation and for measuring the software functionalities. These last mechanisms can be obtained from the Experiment phase. Then, the organisation management and the benchmarking team must establish a planning for improving the software benchmarked, taking into account the different resources devoted to the improvement. This planning must be then integrated into the organisation planning.

14. Improvement. It is in this task where the developers of each of the software product must implement the necessary changes to achieve the desired results. For this, they must measure the state of the software before and after implementing any changes, using for that purpose the measurement mechanisms provided by the benchmarking team in the previous task. Then, the developers must compare the resulting measurements with those that were obtained before implementing the changes and with the improvement forecasted.

15. Monitor. In each organisation, the benchmarking team must provide software developers with means for monitoring the organisation’s software. Software developers must periodically monitor the software and write a report with the results of this process. These results may show the need for new improvements in software and may also mean the beginning of a new improvement cycle which involves having to perform again the two tasks previously mentioned: Improvement Planning and Improvement.

Recalibration Task

The recalibration task is performed at the end of each iteration. Here the benchmarking teams must recalibrate the process by applying the lessons learnt while performing it. Thus, the organisation (and the whole community) achieves improvement not just in the software, but also in the benchmarking process. This recalibration is needed because both the software and the organisations evolve and innovate over time.

**BENCHMARKING THE INTEROPERABILITY OF ONTOLOGY DEVELOPMENT TOOLS USING RDF(S) AS THE INTERCHANGE LANGUAGE**

This section presents how we have applied the software benchmarking methodology, presented in the previous section, to one important problem of the Semantic Web: technology interoperability.

Ontologies permit interoperability among heterogeneous Semantic Web technologies, and ideally, one could use all the existing technologies seamlessly. The technologies appear in different forms (ontology development tools, ontology repositories, ontology alignment tools, reasoners, etc.), but although all these tools use different kinds of ontologies, not all of them share a common knowledge representation model.

This diversity in the representation formalisms of the tools causes problems when the tools try to interoperate. This is so because the tools require translating their ontologies from their own knowledge models to a common model and vice versa, and these problems occur even when we employ standard APIs for managing ontologies in the common knowledge model.

As we have observed in previous workshops on Evaluation of Ontology-based Tools (EON) (Sure & Corcho, 2003), interoperability among different ontology tools is not straightforward. Finding out why interoperability fails is cumbersome and not at all trivial because any assumption made for translating ontologies within one tool may easily prevent the successful interoperability with other tools.

To solve this problem, the Knowledge Web European Network of Excellence organized a benchmarking of interoperability of ontology development tools using RDF(S) as the interchange language. Its goal was to assess and improve the interoperability of the tools.

The section that follows describes such benchmarking activity. The methodology presented in
the previous section provides the general guidelines that can be adapted to this case. So we present here how this new benchmarking was organized, the experiments conducted on the participating tools, and its results.

**Organising the Benchmarking**

The goals of benchmarking the interoperability of ontology development tools are related to the benefits pursued through it, and these are:

- To *evaluate and improve* their interoperability.
- To acquire a *deep understanding* of the practices used to develop the importers and exporters of these tools, and to extract from these practices those that can be considered the *best practices*.
- To produce *recommendations* on their interoperability for users.
- To create *consensual processes* for evaluating their interoperability.

These goals concern different communities that somehow are related to the ontology development tools, namely, the research community, the industrial community, and the tool developers.

Participation in the benchmarking was open to any organisation irrespective of being a Knowledge Web partner or not. To involve other organisations in the process with the aim of having the best-in-class tools participating, several actions were taken:

- The benchmarking proposal, the document being used as a reference along the benchmarking, was published as a public webpage and included all the relevant information about the benchmarking: motivation, goals, benefits and costs, tools and people involved, planning, related events, and a complete description of the experimentation and the benchmark suites.
- Research was carried out on the existing ontology development tools, both the freely available and the commercial versions, which could export and import to and from RDF(S); In addition, their developers were contacted. Any tool capable of importing and exporting RDF could participate in the benchmarking or will benefit from the created benchmarks in a near future.
- The interoperability benchmarking was announced with a call for participation through the main mailing lists of the Semantic Web area and through lists specific to ontology development tools.

Six tools took part in the benchmarking, three of which are ontology development tools: KAON®, Protégé® (using its RDF backend), and

<table>
<thead>
<tr>
<th>Tool</th>
<th>Knowledge model</th>
<th>Version</th>
<th>Developer</th>
<th>Experimenter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corese</td>
<td>RDF(S)</td>
<td>2.1.2</td>
<td>INRIA</td>
<td>INRIA</td>
</tr>
<tr>
<td>Jena</td>
<td>RDF(S)</td>
<td>2.3</td>
<td>HP</td>
<td>U. P. Madrid</td>
</tr>
<tr>
<td>KAON</td>
<td>RDF(S) extension</td>
<td>1.2.9</td>
<td>U. Karlsruhe</td>
<td>U. Karlsruhe</td>
</tr>
<tr>
<td>Sesame</td>
<td>RDF(S)</td>
<td>2.0 alpha 3</td>
<td>Aduna</td>
<td>U. P. Madrid</td>
</tr>
<tr>
<td>Protégé</td>
<td>Frames</td>
<td>3.2 beta build 230</td>
<td>Stanford U.</td>
<td>U. P. Madrid</td>
</tr>
<tr>
<td>WebODE</td>
<td>Frames</td>
<td>2.0 build 109</td>
<td>U. P. Madrid</td>
<td>U. P. Madrid</td>
</tr>
</tbody>
</table>
WebODE; the other three are RDF repositories: Corese, Jena and Sesame. As Table 1 shows, the tools do not share a common knowledge model and benchmarking was not always performed by the tool developers.

The experimentation conducted on the tools aimed to obtain results for interoperability improvement. Therefore, other quality attributes such as performance, scalability, interoperability, robustness, etc. were not considered. However, an approach for benchmarking the performance and scalability of ontology development tools can be found in (García-Castro & Gómez-Pérez, 2005).

The experimentation was carried out taking into account the most common ways of interchanging ontologies that ontology tools provide, such as the following:

- Interchanging ontologies by exporting them from a tool into an interchange language and then importing them into the other tool.
- Using RDF(S) as the interchange language, and serializing the ontologies into the RDF/XML syntax. A future benchmarking activity inside Knowledge Web will cover the case of using OWL as the interchange language.

The interoperability of ontology tools using an interchange language depends on the capabilities of the tools to import and export ontologies from/to this language. Therefore, the experimentation included not only the evaluation of the interoperability but also of the RDF(S) import and export functionalities.

The evaluation criteria must describe in depth the import, export and interoperability capabilities of the tools, whereas the experiments to be performed in the benchmarking must provide data explaining how the tools comply with these criteria. Therefore, to obtain detailed information about these capabilities, we need to know:

- The elements of the internal knowledge model of an ontology development tool that can be imported from RDF(S), exported to RDF(S) and interchanged with other tool, using RDF(S) as the interchange language.
- The secondary effects of importing, exporting, and interchanging these components, such as insertion or loss of information.
- The subset of elements of the internal knowledge models that these tools may use to interoperate correctly.

To obtain these experimentation data, we defined three benchmark suites that evaluate the capabilities of the tools (García-Castro et al., 2006), which were common for all the tools. Since the quality of the benchmark suites to be used is essential for the results, the first step was to agree on the definition of the suites. Then, we decided to make the import and export experiments before the interoperability one because the results of the first experiments affected those of the second.

A benchmark execution comprises (a) the definition of the expected ontology that results from importing, exporting or interchanging the ontology described in the benchmark, (b) the import, export, or interchange of the ontology defined in the benchmark, and (c) the comparison of the expected ontology with the imported, exported or interchanged ontology, checking whether there is some addition or loss of information. The steps to follow to execute the three benchmark suites are similar.

The benchmark suites were intended to be executed manually but, as they contained many benchmarks, it was highly recommended to execute them (or part of them) automatically. In the cases of Corese, Jena, Sesame, and WebODE, most of the experiment was automated. In the other cases, it was performed manually.

The benchmarking web page contains the results of the experiments and a complete and
detailed description of (a) the benchmark suites, (b) all the files to be used in the experiments, and (c) the templates for collecting the results.

**Benchmark Suites**

The benchmark suites check the correct import, export and interchange of ontologies that model a simple combination of ontology components (classes, properties, instances, etc.). Because one of the goals of benchmarking is to improve the tools, the benchmark ontologies are kept simple on purpose in order to isolate the causes of the problems and to identify possible problems.

As the ontology tools that participated in benchmarking had different internal knowledge models, both the experimentation and the analysis of the results were based on a common group of ontology modelling primitives, available both in RDF(S) and in these tools. On the other hand, covering this common group exhaustively would yield a huge number of benchmarks; so we only considered the components most widely used for modelling ontologies in ontology development tools: classes, instances, properties with domain and range, literals, and class and property hierarchies. The remainder of the components has not been dealt with so far.

The **RDF(S) Import Benchmark Suite** contains 82 benchmarks, which define a simple RDF(S) ontology serialized in a RDF/XML file, which must be loaded into the ontology development tool.

In order to isolate the factors that affect the correct import of an ontology, we defined two types of import benchmarks: one that evaluates the import of the different combinations of components of the RDF(S) knowledge model, and the other type that evaluates the import of the different variants of the RDF/XML syntax, as stated in the RDF/XML specification.

Table 2 shows the categories of the RDF(S) Import Benchmark Suite, the number of benchmarks, and the components used. All the RDF(S) files to be imported can be downloaded from a single file; besides, templates are provided for collecting the execution results.

<table>
<thead>
<tr>
<th>Category</th>
<th>No.</th>
<th>Components used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>2</td>
<td>rdfs:Class</td>
</tr>
<tr>
<td>Metaclass</td>
<td>5</td>
<td>rdfs:Class, rdf:type</td>
</tr>
<tr>
<td>Subclass</td>
<td>5</td>
<td>rdfs:Class, rdfs:subClassOf</td>
</tr>
<tr>
<td>Class and property</td>
<td>6</td>
<td>rdfs:Class, rdf:Property, rdfs:Literal</td>
</tr>
<tr>
<td>Property</td>
<td>2</td>
<td>rdf:Property</td>
</tr>
<tr>
<td>Subproperty</td>
<td>5</td>
<td>rdf:Property, rdfs:subPropertyOf</td>
</tr>
<tr>
<td>Property with domain and range</td>
<td>24</td>
<td>rdfs:Class, rdf:Property, rdfs:Literal, rdfs:domain, rdfs:range</td>
</tr>
<tr>
<td>Instance</td>
<td>4</td>
<td>rdfs:Class, rdf:type</td>
</tr>
<tr>
<td>Instance and property</td>
<td>14</td>
<td>rdfs:Class, rdf:type, rdf:Property, rdfs:Literal</td>
</tr>
<tr>
<td>Syntax and abbreviation</td>
<td>15</td>
<td>rdfs:Class, rdf:type, rdf:Property, rdfs:Literal</td>
</tr>
</tbody>
</table>
The **RDF(S) Export Benchmark Suite** comprises 66 benchmarks, which describe an ontology that must be modelled in the tool and saved to a RDF(S) file.

We have defined two types of benchmarks for isolating the two factors that affect the correct export of an ontology: one type evaluates the correct export of the combinations of components of the ontology development tool knowledge model, and the other evaluates the export of ontologies using concepts and properties whose names have characters restricted by RDF(S), such as those characters that are forbidden when representing RDF(S) or XML URIs.

Table 3 shows the categories of the benchmark suite. The table contains the number of benchmarks and the components used in each category. Templates are also provided for collecting the execution results.

Since the factors that affect both the correct interchange of an ontology (besides the correct functioning of the importers and exporters) and the knowledge model (used for defining the ontologies) are the same as those that affect the RDF(S) Export Benchmark Suite, the ontologies described in the RDF(S) Interoperability Benchmark Suite are identical to those of the RDF(S) Export Benchmark Suite.

The evaluation criteria are common for the three benchmark suites, and are defined as follows:

- **Modelling** *(YES/NO)*. The ontology tool can model the ontology components described in the benchmark.

- **Execution** *(OK/FAIL)*. The execution of the benchmark is normally carried out seamlessly, and the tool always produces the expected result. However, when an execution fails, the following information is required:
  - The causes of the failure.
  - The changes performed if the tool had been previously corrected to pass a benchmark correctly.

- **Information added or lost**. The information added to or lost in the ontology interchange when executing the benchmark.

---

### Table 3. Categories of the export benchmarks

<table>
<thead>
<tr>
<th>Category</th>
<th>No.</th>
<th>Components used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>2</td>
<td>class</td>
</tr>
<tr>
<td>Metaclass</td>
<td>5</td>
<td>class, instanceOf</td>
</tr>
<tr>
<td>Subclass</td>
<td>5</td>
<td>class, subClassOf</td>
</tr>
<tr>
<td>Class and object property</td>
<td>4</td>
<td>class, object property</td>
</tr>
<tr>
<td>Class and datatype property</td>
<td>2</td>
<td>class, datatype property, literal</td>
</tr>
<tr>
<td>Object property</td>
<td>14</td>
<td>object property</td>
</tr>
<tr>
<td>Datatype property</td>
<td>12</td>
<td>datatype property</td>
</tr>
<tr>
<td>Instance</td>
<td>4</td>
<td>class, instanceOf</td>
</tr>
<tr>
<td>Instance and object property</td>
<td>9</td>
<td>class, instanceOf, object property</td>
</tr>
<tr>
<td>Instance and datatype property</td>
<td>5</td>
<td>class, instanceOf, datatype property, literal</td>
</tr>
<tr>
<td>URI character restrictions</td>
<td>4</td>
<td>class, instanceOf, object property, datatype property, literal</td>
</tr>
</tbody>
</table>
In the export and interoperability benchmark suites, if a benchmark describes an ontology that cannot be modelled in a certain tool, such benchmark cannot be executed in the tool, being the Execution result N.E. (Non Executed). However, in the import benchmark suites, even if a tool cannot model some components of the ontology, it should be able to import the rest of the components correctly.

**Import and Export Results**

The results obtained when importing from and exporting to RDF(S) depend mainly on the knowledge model of the tool that executes the benchmark suite. The tools that natively support the RDF(S) knowledge model (Corese, Jena and Sesame, essentially the RDF repositories) do not need to perform any translation in the ontologies when importing/exporting them from/to RDF(S). The RDF repositories import and export correctly all the combinations of components from/to RDF(S) because these operations do not require any translation.

In the case of tools with non-RDF knowledge models (KAON, Protégé and WebODE, the ontology development tools), some of their knowledge model components can also be represented in RDF(S), but some others cannot, and these tools do need to translate ontologies between their knowledge models and RDF(S). Finally, we must add that not all the combinations of components of the RDF(S) knowledge model that have been considered can be modelled into all the tools, as Table 4 shows.

Next, we present an analysis of the results of importing and exporting in the ontology development tools that participated in the benchmarking.

**Table 4. Combinations of components modelled by the tools**

<table>
<thead>
<tr>
<th>Combination of components</th>
<th>RDF repos.</th>
<th>KAON</th>
<th>Protégé</th>
<th>WebODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...instance of metaclasses</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Class hierarchies without cycles</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...with cycles</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Datatype properties without domain or range</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>...with multiple domains</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>...whose range is String</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...whose range is a XML Schema datatype</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Object properties without domain or range</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>...with multiple domains or ranges</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>...with a domain and range</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Instances of a single class</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...of multiple classes</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>...related via object or datatype properties</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...related via datatype properties whose range is a XML Schema datatype</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
</tbody>
</table>
Import Results

In general, the ontology development tools import correctly from RDF(S) all or most of the combinations of components that they model; they seldom add or lose information. The only exceptions are:

- Protégé, which presents problems, but only when it imports classes or instances that are instances of multiple classes.
- WebODE, which presents problems, but only when it imports properties with a XML Schema datatype as range.

When the tools import ontologies with combinations of components that they cannot model, they lose the information about these components. Nevertheless, these tools usually try to represent such components partially using for this other components from their knowledge models. In most cases, the importing is performed correctly. The only exceptions are:

- KAON, which causes problems when it imports class hierarchies with cycles.
- Protégé, which causes problems when it imports class and property hierarchies with cycles and properties with multiple domains.
- WebODE, which causes problems when it imports properties with multiple domains or ranges.

When dealing with the different variants of the RDF/XML syntax, we can observe that the ontology development tools

- Import correctly resources with the different URI reference syntaxes.
- Import correctly resources with different syntaxes (shortened and unshortened) of empty nodes, of multiple properties, of typed nodes, of string literals, and of blank nodes.

The only exceptions are: KAON when it imports resources with multiple properties in the unshortened syntax; and Protégé when it imports resources with empty and blank nodes in the unshortened syntax. Do not import language identification attributes (xml:lang) in tags.

Export Results

In general, the ontology development tools export correctly to RDF(S) all or most of the combinations of components that they model with no loss of information. In particular:

- KAON causes problems only when it exports to RDF(S) datatype properties without range and datatype properties with multiple domains plus a XML Schema datatype as range.
- Protégé causes problems only when it exports to RDF(S) classes or instances that are instances of multiple classes and template slots with multiple domains.

When ontology development tools export components present in their knowledge model that cannot be represented in RDF(S), such as their own datatypes, they usually insert new information in the ontology, but they also lose some.

When dealing with concepts and properties whose names do not fulfill URI character restrictions, each ontology development tool behaves differently:

- When names do not start with a letter or "_", some tools leave the name unchanged, whereas others replace the first character with "_".
- Spaces in names are replaced by "_" or " ", depending on the tool.
- URI reserved characters and XML delimiter characters are left unchanged, replaced by "_", or encoded, depending on the tool.
**Interoperability Results**

The RDF repositories (Corese, Jena and Sesame) interoperate correctly between themselves, because they always import and export from/to RDF(S) correctly. This produces that the interoperability between the ontology development tools and the RDF repositories depends only on the capabilities of the former to import and export from/to RDF(S); therefore, the results of this interoperability are identical to those presented in the previous section.

The import and export results presented in previous sections indicate that some problems arise in the process of importing and exporting ontologies, whereas the interoperability results, on the other hand, show more problems.

As a general comment we can say that interoperability between the tools depends on

- the correct functioning of their RDF(S) importers and exporters and
- the way chosen for serializing the exported ontologies in the RDF/XML syntax.

Furthermore, we have observed that the problems affecting any of these factors also affect the results of not just one but several benchmarks. This means that, in some cases, to correct a single import or export problem, or to change the way of serializing ontologies can produce significant interoperability improvements.

Below we list the components that can be interchanged between the tools. These components are summarized in Table 5; each column of the table shows whether the combination of components can be interchanged between a group of tools. The “-” character means that the component cannot

<table>
<thead>
<tr>
<th>Combination of components</th>
<th>K-K</th>
<th>P-P</th>
<th>W-W</th>
<th>K-P</th>
<th>K-W</th>
<th>P-W</th>
<th>K-P-W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...instance of a single metaclass</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...instance of a multiple metaclasses</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Class hierarchies without cycles</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Datatype properties without domain or range</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...with multiple domains</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...whose range is String</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>...whose range is a XML Schema datatype</td>
<td>Y</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Object properties without domain or range</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...with multiple domains or ranges</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...with a domain and range</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Instances of a single class</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...of multiple classes</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...related via object properties</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>...related via datatype properties</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>...related via datatype properties whose range is a XML Schema datatype</td>
<td>-</td>
<td>-</td>
<td>Y</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
be modelled in some of the tools and, therefore, cannot be interchanged between them.

**Interoperability Using the Same Tool**

Ontology development tools seem to pose no problems when the source and the destination of an ontology interchange are the same tool. The only exception is Protégé when it interchanges classes that are instances of multiple metaclasses and instances of multiple classes; this is so because Protégé does not import resources that are instances of multiple metaclasses.

**Interoperability between Each Pair of Tools**

The interoperability between different tools varies depending on the tools. As the detailed interoperability results show, in some cases, the tools are able to interchange certain components from one tool to another, but not the other way round.

When KAON interoperates with Protégé, they can interchange correctly some of the common components that these tools are able to model. However, with components such as classes that are instances of a single metaclass or of multiple metaclasses, datatype properties without domain or range, datatype properties whose range is String, instances of multiple classes, and instances related through datatype properties, we have encountered some problems.

When KAON interoperates with WebODE, they can interchange correctly most of the common components that these tools can model, but when they interchange datatype properties with domain and whose range is String, the results are not the same.

When Protégé interoperates with WebODE, they can interchange correctly all the common components that these tools can model.

**Interoperability between All the Tools**

Interoperability between KAON, Protégé and WebODE can be achieved by most of the common components that these tools can model. The only components that these tools cannot use are datatype properties with domain and whose range is String, and instances related through datatype properties.

Therefore, interoperability was achieved among the tools that participated in the benchmarking by using classes, class hierarchies without cycles, object properties with domain and with range, instances of a single class, and instances related through object properties.

**Interoperability Regarding URI Character Restrictions**

Interoperability is low when tools interchange ontologies containing URI character restrictions in class and property names. This is so because tools usually encode some or all the characters that do not comply with these restrictions, which provokes changes in class and property names.

**Recommendations**

**Recommendations for Ontology Engineers**

This section offers recommendations for ontology engineers which use more than one ontology tool to build ontologies. Depending on the tools used, the level of interoperability may be higher or lower, as can be seen in Section 5.4.

If the ontology is being developed bearing in mind interoperability, ontology engineers should be aware of the components that can be represented in the ontology development tools and in RDF(S). And they should try to use the common knowledge
components that these tools have so as to avoid the knowledge losses commented above.

Ontology engineers should also be aware of the semantic equivalences and differences between the knowledge models of the tools and the interchange language. For example, in Protégé, multiple domains in template slots are considered the union of all the domains, whereas in RDF(S) multiple domains in properties are considered the intersection of all the domains; in WebODE, on the other hand, instance attributes are local to a single concept, whereas in RDF(S) properties are global and can be used in any class.

It is not recommended to name resources using spaces or any character that is restricted in the RDF(S), URI, or XML specifications.

When the RDF repositories interoperate, even though these repositories export and import correctly to RDF(S), ontology engineers should consider the limitations that other tools have when they export their ontologies to RDF(S).

**Recommendations for Tool Developers**

This section includes general recommendations for improving the interoperability of the tools while developing them. In (García-Castro et al., 2006), we offer full detailed recommendations regarding the results and practices gathered to improve each of the participant tools. Although it is not compulsory to follow these recommendations, they help correct interoperability problems as we could observe when we analysed the results.

The interoperability between ontology tools (using RDF(S) as the interchange language) depends on how the importers and exporters of these tools work; on the other hand, how these importers and exporters work depends on the development decisions made by the tool developers, and these are different people with different needs. Therefore, to provide general recommendations for developers is not straightforward, though some comments can be extracted from the analysis of the benchmarking results.

In some occasions, a development decision will produce interoperability improvement with some tools and interoperability loss with others. For example, when exporting classes that are instances of a metaclass, some tools require that the class be defined as instance of `rdfs:Class`, whereas other tools require the opposite.

Tool developers, therefore, should analyze the collateral consequences of the development decisions. Thus, if a datatype is imported as a class in the ontology, then the literal values of this datatype should be imported as instances in the ontology, which would complicate the management of these values.

They also should be aware of the semantic equivalences and differences between the knowledge models of their tool and the interchange language; on the other hand, the tools should notify the user when the semantics is changed.

The first requirement for achieving interoperability is that the importers and exporters of the tools be robust and work correctly when dealing with unexpected inputs. Although this is an obvious comment, the results show that this requirement is not achieved by the tools and that some tools even crash when importing some combinations of components.

Above all, tools should deal correctly with the combinations of components that are present in the interchange language but cannot be modelled in them. For example, although cycles in class and property hierarchies cannot be modelled in some ontology development tools, these tools should be able to import these hierarchies by eliminating the cycles.

If developers want to export components that are commonly used by ontology development tools, the components should be completely defined in the file. This means that metaclasses and classes in class hierarchies should be defined as instances of `rdfs:Class`, properties should be defined as instances of `rdf:Property`, etc.

Exporting complete definitions of other components can cause problems if these are imported...
by other tools. And not every tool deals with datatypes defined as instances of \texttt{rdfs:Datatype} in the file, or with \texttt{rdf:datatype} attributes in properties.

If the document does not define a default namespace, every exported resource should have a namespace.

**CONCLUSION**

This chapter states the need to evaluate and benchmark the Semantic Web technology and provides some references that can be helpful in these activities. It also presents the authors’ approach to software benchmarking and compares it with other existing evaluation and benchmarking approaches.

We have tried to explain how the benchmarking methodology can help assess and improve software, whereas the use of benchmark suites is advisable when performing evaluations in benchmarking.

One of the strong points we make on benchmarking is its community-driven approach. Benchmarking should be performed by the experts of the community since the benefits obtained after performing it affect the whole community.

Benchmarking does not imply comparing the results of the tools but comparing the practices that lead to these results. Therefore, experimentation should be designed to obtain these practices as well as the results.

However, as we have seen, benchmarking is not the solution to every case. In a preliminary step, developers would have to assess whether benchmarking is the correct approach; as benchmarking is useful when the goals are to improve the software and to extract the practices performed by others.

Benchmarking is an activity that takes long time to perform because it requires tasks that are not immediate: announcements, agreements, etc. Therefore, benchmarking activities should start early in time, and the benchmarking planning should consider a realistic duration of the benchmarking and the resources needed for carrying them out.

We have also shown how we have applied the benchmarking methodology to a concrete case in the Semantic Web area: interoperability of ontology development tools using RDF(S) as interchange language.

Providing benchmark suites in the benchmarking allows evaluating other tools with RDF(S) import and export capabilities without their having to participate in the benchmarking; this can be useful both while the tools are being developed and afterwards, when their development has finished. In addition, the benchmarking results can be used by ontology development tool users that may find problems when interchanging ontologies or may want to foresee the results of a future interchange.

Although it is not required that the tool developers participate in the benchmarking and perform the experiments over their tool, their involvement facilitates the execution and analysis of the experimentation results to a large extent. In all the cases where tool developers carried out the experimentation over their own tools, a great improvement occurred before the Improve phase of the methodology because developers were able to detect problems and correct their tools while executing the benchmark suites.

We have observed that the manual execution of the experiments and the analysis of the results cause the benchmark suite to be costly. Consequently, tool developers often automate the execution of the benchmark suites, but not always. Another drawback of the manual execution of experiments is that the results obtained depend on the people performing these experiments, on their expertise with the tools, and on their ability to extract the practices performed.
FUTURE RESEARCH DIRECTIONS

As shown in Section 3, current evaluation and benchmarking activities over the Semantic Web technology are scarce and a hindrance to the full development and maturity of this technology. The Semantic Web needs to produce methods and tools for evaluating the technology at great scale and in an easy and economical way. This requires defining technology evaluations focusing on their reusability.

In the last few years, evaluation and benchmarking efforts have mainly focused on some types of technologies and on some of their metrics, namely, the interoperability of ontology development tools, the precision and recall of ontology alignment tools, and the efficiency and scalability of ontology repositories. But now we think that new efforts are required, first, to involve other Semantic Web technologies (ontology learning tools, ontology annotation tools, ontology population tools, etc.) and, second, to broaden the scope of these evaluations by considering a wider range of evaluation metrics for the technology (latency, robustness, security, usability, etc.).

The role of the research community when defining and performing benchmarking activities is crucial. Community-driven benchmarking connects experts and allows obtaining high quality results and increasing the credibility of the benchmarking and its results.

However, future research must focus on performing evaluations centred on the user of the Semantic Web technology. And it would be advisable to consider audiences from beyond the research community itself as recipients of the evaluation results.

REFERENCES


**ADDITIONAL READING**


Benchmarking in the Semantic Web


ENDNOTES

a http://knowledgeweb.semanticweb.org/
b http://knowledgeweb.semanticweb.org/benchmarking_interoperability/rdfs/
c http://kaon.semanticweb.org/
d http://protege.stanford.edu/
e http://webode.dia.fi.upm.es/
f http://www-sop.inria.fr/acacia/soft/corese/
g http://jena.sourceforge.net/
h http://www.openrdf.org/
i http://knowledgeweb.semanticweb.org/benchmarking_interoperability/rdfs/
j http://knowledgeweb.semanticweb.org/benchmarking_interoperability/rdfs/rdfs_import_benchmark_suite.html
k http://knowledgeweb.semanticweb.org/benchmarking_interoperability/rdfs/rdfs_export_benchmark_suite.html
l The names of the tools have been shortened in the heading of the table: KAON=K, Protégé=P and WebODE=W.
APPENDIX: QUESTIONS FOR DISCUSSION

Beginner:

1. Which are the main characteristics of benchmarking?
2. Which is the goal of the Recalibration task in the benchmarking methodology?
3. Which are the factors that influence the correct interchange of an ontology between two Semantic Web tools?
4. When exporting one ontology from an ontology development tool to RDF(S) having interoperability in mind, is it advisable to export the complete definition of all its components?

Intermediate:

1. Which are the differences between evaluation and benchmarking?
2. Are the users of the software involved in the benchmarking?
3. Is management support needed in the Improve phase of the methodology?
4. Which RDF(S) components can be represented in KAON, Protégé and WebODE?

Advanced:

1. Which resources are needed for performing a benchmarking activity?
2. Why are there three different evaluation criteria to define the results of the RDF(S) Import, Export and Interoperability benchmark suites?
3. Why is it not enough to have a single ontology representation language to achieve interoperability between the Semantic Web technologies?
4. It is advisable to export the complete definition of all its components only for

Practical Exercises:

1. Select one conference paper that presents some evaluation or benchmarking approach and then evaluate its reusability according to the desirable properties of a benchmark suite and the recommendations given for software evaluation in benchmarking activities.
2. Create a mid-size ontology using one ontology development tool. Can you anticipate the consequences of exporting that ontology to RDF(S)? And of importing it into another ontology development tool?
3. Then, export the ontology to RDF(S). Was your prediction correct? Has it had information addition or loss?
4. Finally, import the exported ontology into the other ontology development tool. Was your prediction correct? Has it had information addition or loss?

ANSWERS TO THE QUESTIONS FOR DISCUSSION

Beginner:

1. The main characteristics of benchmarking are continuous improvement and the search for best practices.
2. The goal of the Recalibration task is to improve the benchmarking process by recalibrating it and applying the lessons learnt while performing it.
3. The factors that influence the correct interchange of an ontology between two tools are the combinations of components of the knowledge model of the ontology development tool and the naming of the components present in the ontology.
4. It is advisable to export the complete definition of all its components only for
components commonly used by ontology development tools.

**Intermediate:**

1. Benchmarking is a continuous process, whereas an evaluation is a punctual activity. In addition, benchmarking involves evaluating software but its goals are to obtain a continuous improvement on the software and the practices used when developing the tools.

2. Yes, the users of the software are identified in the Participant identification task and in the Findings communication task.

3. Yes, it is needed to implement the necessary changes in the software and in the organisation processes affecting the software.

4. Classes, class hierarchies without cycles, datatype properties with a class as a domain and a string range, object properties with a domain and a range, instances of a single class, instances related by object properties, and instances related by datatype properties with a string range.

**Advanced:**

1. The resources needed are human resources though some equipment and travel resources are also required, and these are mainly used in three tasks: benchmarking organisation, experimentation definition and execution, and result analysis.

2. Because these three evaluation criteria are necessary to represent the different situations and behaviours that can occur when two tools interchange one ontology.

3. Because different types of users need different tools; existing tools have different knowledge representation models; and tools need to translate their ontologies from their knowledge models to the common ontology representation language.

*This work was previously published in Semantic Web Engineering in the Knowledge Society, edited by J. Cardoso & M. Lytras, pp. 341-370, copyright 2009 by Information Science Reference (an imprint of IGI Global).*