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Abstract

The purpose of this thesis is to present dynamic small-signal stability and performance analysis methodology for dc-distributed systems consisting of commercial power modules. Furthermore, the objective is to introduce simple method to state the least conservative margins for robust stability as a single number. In addition, an index characterizing the overall system stability is obtained, based on which different dc-distributed systems can be compared in terms of robustness.

The interconnected systems are prone to impedance-based interactions which might lead to transient-performance degradation or even instability. These systems typically are constructed using commercial converters with unknown internal structure. Therefore, the analysis presented throughout this thesis is based on frequency responses measurable from the input and output terminals. The stability margins are stated utilizing a concept of maximum peak criteria, derived from the behavior of impedance-based sensitivity function that provides a single number to state robust stability. Using this concept, the stability information at every system interface is combined to a meaningful number to state the average robustness of the system. In addition, theoretical formulas are extracted to assess source and load side interactions in order to describe detailed couplings within the system. The presented theoretical analysis methodologies are experimentally validated throughout the thesis.

In this thesis, according to the presented analysis, the least conservative stability margins are provided as a single number guaranteeing robustness. It is also shown that within the interconnected system the robust stability is ensured only if the impedance-based minor-loop gain is determined at the very input or output of each subsystem. Moreover, a complete set of impedance-type internal parameters as well as the formulas according to which the interaction sensitivity can be fully explained and analyzed, is provided. The given formulation can be utilized equally either based on measured frequency responses, time-domain identified internal parameters or extracted analytic transfer functions.

Based on the analysis methodologies presented in this thesis, the stability and performance of interconnected systems consisting of converters with unknown internal structure, can be predicted. Moreover, the provided concept to assess the least conservative stability margins enables to obtain an index to state the overall robust stability of distributed power architecture and thus to compare different systems in terms of stability.
Resumen

El propósito de esta tesis es presentar una metodología para realizar análisis de la dinámica en pequeña escala y el comportamiento de sistemas de alimentación distribuidos de corriente continua (CC), formados por módulos comerciales. Para ello se hace uso de un método sencillo que indica los márgenes de estabilidad menos conservadores posibles mediante un solo número. Este índice es calculado en cada una de las interfaces que componen el sistema y puede usarse para obtener un índice global que indica la estabilidad del sistema global. De esta manera se posibilita la comparación de sistemas de alimentación distribuidos en términos de robustez.

La interconexión de convertidores CC-CC entre ellos y con los filtros EMI necesarios puede originar interacciones no deseadas que dan lugar a la degradación del comportamiento de los convertidores, haciendo el sistema más propenso a inestabilidades. Esta diferencia en el comportamiento se debe a interacciones entre las impedancias de los diversos elementos del sistema. En la mayoría de los casos, los sistemas de alimentación distribuida están formados por módulos comerciales cuya estructura interna es desconocida. Por ello los análisis presentados en esta tesis se basan en medidas de la respuesta en frecuencia del convertidor que pueden realizarse desde los terminales de entrada y salida del mismo. Utilizando las medidas de las impedancias de entrada y salida de los elementos del sistema, se puede construir una función de sensibilidad que proporciona los márgenes de estabilidad de las diferentes interfaces. En esta tesis se utiliza el concepto del valor máximo de la función de sensibilidad (MPC por sus siglas en inglés) para indicar los márgenes de estabilidad como un único número. Una vez que la estabilidad de todas las interfaces del sistema se han evaluado individualmente, los índices obtenidos pueden combinarse para obtener un único número con el que comparar la estabilidad de diferentes sistemas. Igualmente se han analizado las posibles interacciones en la entrada y la salida de los convertidores CC-CC, obteniéndose expresiones analíticas con las que describir en detalle los acoplamientos generados en el sistema. Los estudios analíticos realizados se han validado experimentalmente a lo largo de la tesis.

El análisis presentado en esta tesis se culmina con la obtención de un índice que condensa los márgenes de estabilidad menos conservativos. También se demuestra que la robustez del sistema está asegurada si las impedancias utilizadas en la función de sensibilidad se obtienen justamente en la entrada o la salida del subsistema que está siendo analizado. Por otra parte, la tesis presenta un conjunto de parámetros internos asimilados a impedancias, junto con sus expresiones analíticas, que permiten una explicación detallada de las interacciones en el sistema. Dichas expresiones analíticas pueden obtenerse bien mediante las funciones de transferencia analíticas si...
se conoce la estructura interna, o utilizando medidas en frecuencia o identificación de las mismas a través de la respuesta temporal del convertidor.

De acuerdo a las metodologías presentadas en esta tesis se puede predecir la estabilidad y el comportamiento de sistemas compuestos básicamente por convertidores CC-CC y filtros, cuya estructura interna es desconocida. La predicción se basa en un índice que condensa la información de los márgenes de estabilidad y que permite la obtención de un indicador de la estabilidad global de todo el sistema, permitiendo la comparación de la estabilidad de diferentes arquitecturas de sistemas de alimentación distribuidos.
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CHAPTER 1

Introduction

This thesis focuses on the analysis of distributed dc-systems consisting of commercial converters. The first chapter of this thesis introduces the main motivation and objectives for the performed research work as well as provides a comprehensive review of the relevant state-of-the-art. First, the general dc-distributed system structure and its main application fields are discussed and the origin of the stability problem occurring within these systems due to the impedance-based interactions, is explained. Moreover, the current methods to assess the small-signal stability and to state the stability margins are introduced as well as the modelling approaches applicable to commercial converters. Finally, the main motivation and objectives for this thesis are given describing the main contributions.

1.1 DC-distributed systems

Distributed system refers to a power system architecture where the loads are being individually supplied by switching converters from a bus voltage, which can be either ac or dc (Liukkonen et al., 2013; Luo and Batarseh, 2005, 2006; Sun, 2009). Traditionally, the dc-distributed systems are widely used to process electricity in various application fields such as telecom, ship, avionic and automotive (Brush, 2003; D.Boroyevic et al., 2010; Emadi and Ehsani, 2000; Khalig, 2008; Sayani and Wanes, 2003; Sudhoff et al., 2002). Currently, the dc-systems are also gaining popularity in facilitating the integration of renewable energy sources and modern electronic loads in the most recent power system applications over the ac-bus voltage systems (Balog and Krein, 2011; Kwasinski, 2011; Rodriguez et al., 2013).

In distributed systems, the dc-dc converters are located at the point-of-use performing the power processing at close proximity to the load (Brush, 2003). This system structure replaced the centralized architecture, which was based on a single custom designed converter with multiple outputs that supplied the loads (Brush, 2003; Sayani and Wanes, 2003). The main advantage of the distributed system structure is the possibility to use standard commercial modules, which can be connected in multiple ways to supply various system loads according to their specific requirements (Abe et al., 2008; F. Lee, 1993; Mammano, 1993; Tabisz et al., 1992).
An example of a traditional dc-distributed system for a telecom application is shown in Fig. 1.1.

![Diagram of a dc-distributed system](image)

**Figure 1.1:** Typical dc-distributed system for telecom application (Brush, 2003; Sayani and Wanes, 2003).

The ac-voltage is rectified to a bus voltage level, typically 48V, and thereafter, the isolated dc-dc converters supply various loads according to their specifications from this bus voltage (Brush, 2003; F. Lee, 1993; Miftakhutdinov, 2009; Sayani and Wanes, 2003). In addition to the dc-dc converters, the systems typically include input filters and other protection elements depending on the intended application field (Hentunen et al., 2004; Liu et al., 201; Oliver et al., 2009; Vesti et al., 2010).

Modern distributed systems consist of different loads, such as microprocessors, which set multiple stringent requirements to the supply voltages in terms of fast transient response and low supply voltage (Abe et al., 2008; F. Lee, 1993). Therefore, to better feed these critical loads, intermediate bus architecture (IBA) was introduced. This architecture refers to a system, where tightly regulated, high efficiency and power-density-optimized point-of-load (POL) converters (Bebic et al., 2010; Foley et al., 2010; Lopez and Alarcon, 2012) are utilized to provide the specific supply voltages for a variety of digital and analog loads (Abe et al., 2008; F. Lee, 1993; Miftakhutdinov, 2009; Tabisz et al., 1992). These low-cost converters are non-isolated and operate from lower input voltage level. Therefore, an intermediate bus converter is required to provide isolation and supply voltage for the POL modules. The IBA for a telecom application is illustrated in Fig. 1.2.

The design of the high-frequency POL converter is extremely demanding especially as the converter has to be optimized in terms of low cost, high efficiency, reliability and short time-to-market. Therefore, the utilized converters in distributed systems are typically commercial. Various manufacturers provide a wide selection of commercial POL converters for different applications. The distributed system is designed according to the predefined specifications and the components are selected in order to supply the loads based on their requirements. The final system architecture may become extremely complicated as the typical design objective of the overall system is to optimize the size, cost and efficiency as well as time-to-market.
1.2 System stability and performance

The commercial converters for the distributed systems are selected based on their stand-alone performance according to the datasheet specifications provided by the manufacturer. This stand-alone behavior is typically specified assuming ideal source and load even though in a real system they are hardly ideal. The selected converters are, nevertheless, expected to work in a real system as defined in the datasheet. In the actual system couplings between the input and output impedances exist and adverse interactions might occur in the system leading to a performance degradation or even instability. The consequences of possible interactions are best observed in the time-domain while analyzing the transient performance of the converter. However, the time-domain analysis does not provide any information regarding the origin of the problem, and therefore, in order to better understand the system interactions, the analysis shall be performed in the frequency domain.

1.2.1 Interconnected system

A cascade connection is the most frequently used way to interconnect the system components, converters and filters, to form a distributed system that complies with the predefined requirements for a specific application. In a real system, subsequent to the system integration, unintentional couplings through the input and output impedances exist, changing the system dynamics. These couplings can be analyzed based on simplified cascaded connection of two subsystems as shown in Fig. 1.3, where $Z_s$ is the source output impedance and $Z_L$ is the load input impedance.

These source and the load modules can be either a filter or a dc-dc converter. The behavior of this interconnected system can be analyzed expressing the current from source module to the load module as in (1.1).
Based on this equation, it can be observed that the impedance ratio $Z_S/Z_L$ affects the source-load system behavior and introduces additional dynamics to the system. If both, the source and the load are assumed standalone stable referring that neither the impedance $Z_S$ nor the admittance $1/Z_L$ has any RHP poles, the stability of the interconnected system depends on the term $Z_S/Z_L$. This impedance ratio is called minor-loop gain and it can be considered as a system loop gain. It was first introduced by R. D. Middlebrook in the mid-1970s by publishing the input-filter design rules for a regulated converter in (Middlebrook, 1976) and (Middlebrook, 1978). According to these rules, the stability of a cascaded input filter and a dc-dc converter is guaranteed if the condition $Z_{in,\text{converter}} \gg Z_{o, filter}$ is valid (Middlebrook, 1976). Since then, this impedance-based stability analysis method has been frequently used to assess the small-signal stability of interconnected systems by applying the Nyquist criterion (Dorf and Bishop, 2001) to the minor-loop gain. This stability analysis method is equally valid to assess the small-signal stability of both, dc- and ac- systems (Feng and Lee, 2000; Middlebrook, 1976; Sun, 2011; Wildrick et al., 1995).

Typically in distributed systems most of the energy sources are voltage sources and loads are current sinks. Therefore, the most usual dc-dc converter type is a voltage-to-voltage converter, referring that the input voltage is set by the source and the converter regulates its output voltage. For these traditional voltage-fed systems, the minor-loop gain is composed of the source subsystem output impedance and the load subsystem input impedance (Feng and Lee, 2000; Middlebrook, 1976; Sun, 2011; Wildrick et al., 1995) as was illustrated in Fig. 1.3 and (1.1).

The dc-dc converters can be divided into different types depending on the terminal characteristics of the system i.e. whether the supply is a voltage or current source and whether the load demands constant current or voltage. Therefore, each
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Converter type has different dynamic features which can be represented with a set of transfer functions, depending on the terminal characteristics of the system (Leppaaho, 2008). Recently with the increasing research on the renewable energy systems it has been noticed that in order to correctly predict the stability of these systems, the impedance ratio has to be computed differently (Fangcheng et al., 2013; Leppaaho et al., 2011; Sun, 2009; Suntio et al., 2010) as a comparison to the conventional minor-loop gain.

The proper way to obtain the minor-loop gain can be observed based on general stability assessment of two interconnected subsystems. This interconnection can be represented according to Fig. 1.4 where the system input variables \( \hat{x}_{in1}, \hat{x}_{o2} \), the output variables \( \hat{y}_{in1}, \hat{y}_{o2} \) and the intermediate variables \( \hat{x}_s, \hat{y}_s \) can be either currents or voltages depending on the terminal characteristics.

![Figure 1.4: General interconnection of the source and load-subsystems subsystems.](image)

The dynamics of individual subsystems can be obtained without defining the type of the source or the load. The source subsystem can be presented as in (1.2), where the internal transfer functions are denoted as \( S_{11} \) to \( S_{22} \) and correspondingly, the load subsystem is given as in (1.3), where the internal transfer functions are denoted as \( L_{11} \) to \( L_{22} \). Therefore, the overall input-output representation of this interconnected system is obtained as in (1.4) (Leppaaho, 2008) based on which the system stability can be assessed.

\[
\begin{bmatrix}
\hat{y}_{in1} \\
\hat{y}_s
\end{bmatrix}
= 
\begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & -S_{22}
\end{bmatrix}
\begin{bmatrix}
\hat{x}_{in1} \\
\hat{x}_s
\end{bmatrix}
\tag{1.2}
\]

\[
\begin{bmatrix}
\hat{x}_s \\
\hat{y}_{o2}
\end{bmatrix}
= 
\begin{bmatrix}
L_{11} & L_{12} \\
L_{21} & -L_{22}
\end{bmatrix}
\begin{bmatrix}
\hat{y}_s \\
\hat{x}_{o2}
\end{bmatrix}
\tag{1.3}
\]

\[
\begin{bmatrix}
\hat{y}_{in1} \\
\hat{y}_{o2}
\end{bmatrix}
= 
\frac{S_{11}S_{21}L_{11}}{1+S_{22}L_{11}}
\begin{bmatrix}
\hat{x}_{in1} \\
\hat{x}_{o2}
\end{bmatrix}
\tag{1.4}
\]
In order to guarantee stability of this interconnection, every transfer function has to be stable. Again, assuming both subsystems standalone stable, it can be observed from the equations that the stability is dependent on the denominator term $S_{22}L_{11}$. This analysis is valid for each interconnected system type independent on the terminal characteristics. The parameters $S_{22}$ and $L_{11}$ depend on the internal dynamics of the converter, determined by the applied feedback and the terminal characteristics of the system as explained in detail in (Leppäaho, 2008).

In the case of traditional voltage-fed converter, the parameters describing the internal converter dynamics are called G-parameters (Arnedo et al., 2008; Maranesi et al., 1988; Valdivia et al., 2009). Therefore, by inserting the set of G-parameters to characterize the dynamics of both source and load subsystems, the term $S_{22}L_{11}$ determining the stability of the interconnected system equals $Z_o S / Z_{in,L}$, which is the traditional minor-loop gain obtained in (1.1). Whereas for the current-fed interface, typically encountered in photovoltaic applications (Leppäaho et al., 2011; Suntio et al., 2010), the term $S_{22}L_{11}$ equals $Z_{in,L} / Z_o S$, which is the inverse of the minor-loop gain. Therefore, in order to correctly predict the stability of an arbitrary interconnected system, the numerator impedance has to be the internal impedance of the subsystem containing the voltage source or sink, and the denominator impedance the internal impedance of the subsystem containing the current sink or source, respectively.

In this thesis, the stability and performance analysis are focused on the traditional voltage-fed distributed system applications and only the G-parameters are applied. However, the presented analysis methods are equally valid for other types of systems as long as the correct terminal characteristics of each particular interface are considered.

1.2.2 Origin of stability problems in distributed system

The coupling within the system occurs through the input and output impedances of two cascaded subsystems as previously discussed. Therefore, the stability depends on the characteristics of the source and the load impedances. Instability occurs if the minor-loop gain $Z_o S / Z_{in,L}$ equals -1, meaning that the input and output impedances have equal magnitudes with a phase shift of 180°. In the case of an ideal source (zero output impedance) or ideal load (infinite input impedance), it is obvious that no coupling would occur. In addition, if the condition $Z_{in,L} \gg Z_o S$ (Middlebrook, 1976) is valid, the impedances are never overlapping and the stability is guaranteed. However, these conditions are not necessary in order to guarantee the system stability, and less conservative stability analysis criterion are generally applied in the design of distributed systems. These methods are reviewed in the following section.

The dc-dc converter is a problematic component within interconnected system, because it introduces destabilizing effects due to its negative resistance behavior at its input terminals (Cespedes et al., 2011; Kwasinski and Onwuchekwa, 2011; Middlebrook, 1976; Sokal, 1973). This behavior originates from its main functionality: supply constant and well regulated power to the load independent of the bus voltage variations. If the bus voltage increases, then the converter input current
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decreases to maintain the power level constant thus introducing negative incremental resistance characteristics at the converter input (Cespedes et al., 2011). This impedance is operating-point dependent and it is defined for certain input voltage and output current. The most critical condition for the system stability occurs at the lowest input impedance, i.e. maximum load current at the minimum input voltage. In practice, the converter’s input impedance appears as a negative resistance only at low frequencies. This negative resistance behavior is illustrated in Fig. 1.5 showing measured input impedance of commercial converter TSR-1 Traco Power (Tracopower, 2009) obtained at three different operating points:

- $Z_{in-load1}$: $U_{in} = 5V$, $I_o = 0.5A$
- $Z_{in-load2}$: $U_{in} = 5V$, $I_o = 1A$
- $Z_{in-load3}$: $U_{in} = 12V$, $I_o = 0.5A$

Figure 1.5: Measured input impedances $Z_{in-load1}$, $Z_{in-load2}$, $Z_{in-load3}$ of a commercial module at the operating points $U_{in}$: 5V, $I_o$: 0.5A, $U_{in}$: 5V, $I_o$: 1A and $U_{in}$: 12V, $I_o$: 0.5A, respectively.

1.2.3 Small-signal stability analysis

Small-signal assessment refers to analysis performed at a certain operating point under small perturbations. Therefore, the utilized converter models are linearized around a specific operating point as will be explained in detail in the next section. The conventional method for assessing the small-signal stability of interconnected system is to apply the Nyquist criteria on the impedance-based minor-loop gain. In addition to ensure the system stability, it is important to know the stability margins indicating how close a stable system is to instability. Typically the results of the applied impedance-ratio-based stability assessment are presented as a certain forbidden region in the complex plane out of which the minor-loop gain shall stay for robust stability to exist (Sudhoff et al., 2000; Wildrick et al., 1995; X.Feng et
al., 2002). These different forbidden regions provide certain gain (GM) and phase (PM) margins for the stability.

Middlebook’s stability criterion $Z_{in,L} \gg Z_{o,S}$, can be considered to produce a forbidden region in a complex plane, which locates outside a circle having a center at the origin and a radius of inverse of the gain margin (GM) as illustrated in Fig. 1.6. The application of this criterion refers that the two impedances are not overlapping each other with a minimum margin of 6dB. This criterion is design oriented and easy to apply in practice, because it guarantees stability without the need of considering the phase behavior. However, for general stability assessment, it is considered to be too conservative and cost inefficient (Sudhoff et al., 2000). As a consequence, other less conservative forbidden regions or criteria have been proposed such as, energy sources analysis consortium (ESAC) (Sudhoff et al., 2000), gain margin and phase margin (GMPM) (Wildrick et al., 1995), and opposing argument (Wildrick et al., 1995) criteria. The ESAC and GMPM regions are shown in Fig. 1.6 in addition to the Middlebrook’s criterion. These regions are applied to provide load impedance specifications for certain source output impedance in order to guarantee stability (Wildrick et al., 1995). If the minor-loop gain does not overlap with the applied forbidden region, certain minimum GM and PM are guaranteed. A comprehensive survey of forbidden regions can be found in (Riccobono and Santi, 2012a; Zhang et al., 2004).

Common for all the discussed forbidden regions is that they all prevent the minor-loop gain from circling the point -1,0 in the complex plane. Another less restrictive criterion was applied in (Wildrick et al., 1995; X.Feng et al., 2002) for online stability margin monitoring for a system that is known to be stable. This region is discussed in detail in Chapter 2 and its origin and proper application are presented together with the concept of robust stability.

An alternative method to assess system small-signal stability is proposed in (Riccobono and Santi, 2012a,b) and it is based on assessing passivity of overall bus impedance of an interconnected system. However, as will be demonstrated in Chapter 2, this method is very conservative and it does not provide any indication of the stability margins.

If the output impedance of the converter is altered (usually an increase in the magnitude) due to the impact of external impedances, the transient performance will be affected (Choi et al., 2005; Li and Lehman, 2005; Suntio et al., 2009; Wildrick et al., 1995; Xing and Sun, 2012). Therefore, in order to guarantee the system stability as well as unaltered performance, reshaping of either the source or load impedances is required. In the case of cascade connection of a converter and an input filter, passive damping can be applied to reduce the peak output impedance of the filter (Middlebrook, 1976). However, depending on the application, different active damping methods exist to shape either the source or the load impedance (Middlebrook, 1976). In addition to shaping either of the impedances, in (Riccobono and Santi, 2012a,b) a method to design damping networks based on the passivity of the overall bus impedance to guarantee the stability of the interconnected system is introduced.

The small-signal stability analysis is operating point dependent, and therefore,
valid only under certain condition whereas large-signal stability refers to analysis under large perturbations i.e. varying operating points. Different methods have been developed in order to assess the stability under changing operating points (B. Cho, 1990; D. Marx, 2008; Griffo et al., 2008; M. Belkhayat, 1995). However, the large-signal stability analysis lacks insight and is impractical due to circuit non-linearity and system complexity (Sun, 2013). In addition, instability might occur due to some system features such as start-up, remote on-off or different protections (Oliver et al., 2009; Vesti et al., 2010). In order to include these features, behavioral converter models are required (Oliver et al., 2006; Prieto et al., 2009).

### 1.3 Converter modeling

There are various ways to model the dc-dc converters and different techniques can be used depending on the analysis purposes. The most utilized modeling method for dc-dc converters is averaging approach (Middlebrook and Cuk, 1976; Tse and di Bernardo, 2002). It results in simple non-linear models, which are then typically linearized around a certain operating point. This kind of modeling method is used for the design of the converter and the control-loop and typically information regarding the internal components and the applied topology is required.

As previously discussed, distributed systems often consist of commercial converters from various manufacturers. The system-level analysis becomes challenging due to unknown dynamics introduced by these converters. The manufacturers typically provide limited information on the internal structure of the converter, and therefore, the traditional modeling approaches are not applicable. In order to obtain models for commercial converters the following requirements need to be considered:

- Simple
Chapter 1. Introduction

- Black-box
- Obtainable through measurements or available information

In order to analyze the overall distributed system, the models need to be simple enough to allow the analysis of large systems consisting of various components. Even if detailed converter models are available, the simulations of large systems would become excessive. Therefore, trade-offs between the model accuracy, fast execution time and simplifications are necessary in order to obtain reasonable simulation times of large power architectures (Laguna et al., 2010, 2009).

Black-box approach refers to modeling a converter when its internal structure is unknown. Therefore, the models are required to be obtained based on the available information from the datasheet or by performing measurements (Arnedo et al., 2009; Bilberry et al., 2012; Cvetkovic et al., 2013; Prieto et al., 2009; Valdivia et al., 2010). Different structures such as Wiener-Hammerstein (Cvetkovic et al., 2013; Oliver et al., 2006; Prieto et al., 2009) or two-port (Arnedo et al., 2009; Bilberry et al., 2012; Valdivia et al., 2010) have been applied to obtain models for commercial converters for different purposes.

1.3.1 Two-port model

This section concentrates on introducing two-port model structure, which is utilized throughout this thesis for both commercial and custom designed converters. The identification of the parameters required for this model is discussed in detail as well, introducing methods to obtain the relevant parameters for this model.

The internal converter dynamics of any dc-dc converter, independent on the topology, applied control method or conduction mode, can be represented by means of a two-port network (Maranesi et al., 1988; Suntio, 2010). Therefore, it is suitable for modeling of commercial converters. The model consists of a set of transfer functions known as G-parameters for traditional voltage-input-voltage-output converter. However, depending on the terminal characteristics, different converter types can be equally characterized by this network applying a correct set of parameters (Leppaaho, 2008). The two-port network illustrated in Fig. 1.7 and given in (1.5) is constructed applying the traditional G-parameters.

Figure 1.7: Two-port structure of the converter with ideal source and load.
The two-port model is a linearized representation of the dc-dc converter, and therefore, the transfer functions are obtained at a single operating point. In case of a commercial power module these four transfer functions are measurable from the input and output terminals. Additionally, if the internal structure of the converter is known the transfer functions can be found analytically. The two-port model can be used to represent the open-loop dynamics by including additional input for the control signal, introducing two more transfer functions:

- Control-to-output $G_{co} = \frac{\hat{u}_o}{\hat{d}}|_{i_o=0,\hat{u}_in=0}$
- Control-to-input $G_{ci} = \frac{\hat{i}_in}{\hat{d}}|_{i_o=0,\hat{u}_in=0}$

In the analysis, the source and load are assumed ideal thus obtaining the internal dynamics of the converter. However, when the converter is interconnected to a real system, its dynamics can change due to the impedance-based interactions as previously discussed. These interactions can be analyzed based on this two-port model, deriving analytical equations to assess the influence of the source or the load side impedance to the internal transfer functions. This analysis methodology is discussed in detail in Chapter 2 and Chapter 3. The two-port network can be also used to represent input filters, both commercial (Hentunen et al., 2004) and design optimized (Hensgens et al., 2013), based on measurements and analytic expressions, respectively.

1.3.2 Parameter identification

The two-port structure is used as a basis for various dc-dc converter models intended for system-level simulations (Arnedo et al., 2009; Bilberry et al., 2012; Cvetkovic et al., 2013; Valdivia et al., 2009, 2010). Common to the all models is that the internal parameters of the converter need to be identified. Different methods for obtaining the relevant dynamics have been proposed. In (Valdivia et al., 2009, 2010) the objective is to obtain large-signal behavioral models for system level
simulations i.e. models that are valid under varying operating point. A time-domain based identification method is proposed, where the necessary transfer functions are identified by analyzing step responses performed either at the input or the output terminal of the converter. Parameter identification based on transient responses is also used in (Bilberry et al., 2012), where the transfer function descriptions are generated from the time-domain responses by processing the data with parameter estimation algorithm.

Frequency domain identification is the most straightforward method to obtain directly the required transfer functions without the need of post-processing the obtained data. Various manufacturers provide equipment to perform these measurements in a simple way. As an alternative to the commercial equipment, different low cost circuits have been proposed in order to obtain the necessary transfer functions (Arnedo et al., 2008; Fernandez-Herrero et al., 2012; Panovo and Jovanovic, 2005).

A typical measurement setup using commercially available equipment for measuring the input side transfer functions $Y_{in}$ and $G_{io}$ is illustrated in Fig. 1.8. Correspondingly, the setup for the output side parameters $Z_o$ and $T_{oi}$ is shown in Fig. 1.9.

Figure 1.8: Input side measurements ($Y_{in}$, and $G_{io}$).

Figure 1.9: Output side measurements ($Z_o$, and $T_{oi}$).

The input-side transfer functions are obtained injecting a perturbation through the isolation transformer to the input voltage as illustrated in Fig. 1.8. In addi-
tion to measuring the perturbed input voltage, the input current measurement is required for the input admittance and the output voltage measurement is needed for the audiosusceptibility. Correspondingly, the output side transfer functions are obtained by injecting a perturbation at the output current through the isolation transformer, which is connected in parallel with the load as illustrated in Fig. 1.9. A dc blocking capacitor is connected in series with the transformer in order to avoid the dc current from circulating. In addition to measuring the perturbed output current, the output voltage is required for the output impedance and the input current for the reverse transfer function, as illustrated in the figure.

As previously discussed, the identified transfer functions are valid at a certain operating point. In In (Cvetkovic et al., 2013), the two-port structure is used as a basis for modular black box models, which are valid under a range of operating points. Therefore, the four transfer functions are measured at various operating points in order to capture the changes in the dynamic behavior when the operating condition alters. The required parameters for the two-port model can be also represented analytically using circuit elements. However, the analytical method is valid only when the internal parameters, topology as well as the control method are known.

In this thesis, the required parameters for the two-port model for commercial converters are obtained based on the frequency domain measurements. All measurements are obtained using Venable Industries’ frequency response analyzer model 3120 with an impedance measurement kit. The measurement setup is shown in Appendix A. For more detailed control-method-dependant interactions analysis, analytical models based on the circuit parameters are needed as will be presented in Chapter 3.

1.4 Motivation of the thesis

The analysis and design of dc-distributed power systems can be very challenging due to complex architecture structure and interactions that are a consequence of the system integration. Therefore, the overall motivation for this thesis is to facilitate the design and analysis of the dc-distributed systems consisting of commercial converters.

1.4.1 System optimization

The amount of available dc-dc converters from various manufacturers is large and the selection of proper converter modules and their connections to form system architecture can be a complex and time-consuming task. In order to comply with various system specifications as well as to meet the different load requirements, the architecture of the distributed system can be extremely complicated (D.Boroyevic et al., 2010). Fig. 1.10 illustrates supply requirements of a power system architecture for a wireless sensor network application, where the architecture block represents a distributed system that supplies the loads according to their needs from the source voltage. Therefore, the optimization of the power architectures is a complex problem due to the plethora of different ways to connect various system components.
To facilitate the architecture optimization problem, a methodology is developed to design and optimize power architectures in terms of the most fundamental system features: size, cost and efficiency. It is based on complex optimization algorithms (Laguna et al., 2010), and therefore, in order to analyze large number of design options, simplified converter models considering only the static features are utilized (Oliver et al., 2009; Prieto et al., 2009). These simple models enable fast analysis of various architectural solutions and based on these models, an architecture generation algorithm searches all suitable ways to connect these components according to the system specifications. The optimization process selects the most appropriate converters and provides a list of architectural solutions including options with the smallest size, cost and losses as well as the best trade-offs within these features.

The overall optimization methodology assists the design of distributed power systems as multiple options can be assessed in a short time and the best architecture solution for a specific system application can be selected. However, during the process various features are neglected regarding the dc-dc converters: the optimized solutions are obtained without considering the stability and the dynamic performance of the converters.

As previously discussed, adverse interactions might occur due to the converter sensitivity to the external impedances possibly leading to degraded converter transient performance or even instability. Therefore, it is obvious that the converters cannot be merely cascaded to form system architecture without considering the interactions. Thus the stability of the obtained optimized architectural solutions needs to be assessed. In addition, it is of interest to be able to compare different architectural solutions in terms of robust stability for the selection of the proper structure for the system.

1.4.2 Dynamic representation of commercial converter

Practical distributed systems consist of multiple commercial converters which are designed guaranteeing specific standalone performance. The available information in the datasheet varies depending on the manufacturer (Texas Instruments, 2000; Tracopower, 2009) and is typically rather limited. Therefore, the commercial con-
verters introduce unknown dynamics to the system. This complicates the overall
design of the distributed systems since the converters are expected to work in a real
system without degradations in the performance.

Each converter has specific internal dynamics, which are determined by the
circuit elements as well as the applied control method. This dynamic profile defines
the converter sensitivity to the external impedances. Comprehensive dynamical
analysis regarding different control methods and their influence on the open-loop
dynamics of the converter are presented in (Hankaniemi et al., 2006a,b,c; Karppanen
et al., 2007a,b; Suntio et al., 2009) with the objective to provide recommendations
for a converter which is highly invariant to source and load interactions. However,
the analysis concentrated on the assessment of a custom designed converter utilizing
analytical expressions based on circuit parameters.

In the case of commercial converters, only four transfer functions are measur-
able from the input and output terminals. Therefore, the stability and performance
analysis need to be based on that information. Complete description of both source
and load-side interactions parameters is still missing and the set of equations de-
scribing the interactions sensitivity is incomplete especially with the objective of
applying the analysis to commercial converters.

1.5 Structure of the thesis

The main content of this thesis is divided into the following three parts:

- Robust stability analysis
- Detailed interactions analysis
- System stability analysis and metrics

The first part is covered in Chapter 2. It concentrates on defining the least
conservative margins for the small-signal stability. In addition, the concept of ro-
 bust stability and its application in practice is explained in detail. The second
part is discussed in Chapter 3. It focuses on detailed impedance-based interactions
within the system due to the internal converter dynamics. The converter control
method influence on the interactions is discussed providing comprehensive formulas
to assess the source and load-side interactions. Chapter 4 discusses the third part,
where the presented concept for the robust stability is applied for a practical sys-
tem introducing performance metrics to state the overall system stability. Finally,
Chapter 5 concludes the thesis and proposes future research topics.

1.6 Objectives

The main purpose of this thesis is to contribute to the development of analysis
methodologies and tools to facilitate the overall design and selection of proper dc-
distributed system architecture. The research questions are stated as follows:
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- How to guarantee robust stability?
- How to define the dynamics and performance of a dc-distributed system consisting of commercial converters?
- How to systematically assess the small-signal stability of a distributed system and compare different architectures in terms of stability?

Thus based on these questions regarding the dc-distributed system consisting of commercial modules, the main objectives for this thesis can be summarized as:

- Obtaining a methodology to assess complex interactions of a dc-distributed system without knowing the detailed inner properties of the utilized dc-dc converters.
- Stating the stability of a given system architecture and comparing different architectural structures in terms of robust stability.

1.6.1 Main contributions

The main contributions of this thesis can be divided into scientific and industrial. The main scientific contributions are summarized as:

- It is shown that based on frequency response measurements, the stability and performance of a commercial-power-module-based system can be predicted and analyzed. The converter sensitivity to external interactions depends on the internal dynamics and is best assessed according to impedance-type special parameters.
- It is shown that in order to correctly predict the robust stability within an interconnected system, the minor-loop gain is to be determined at the very input or output terminal of the converter. The origin of the MPC-based forbidden region is provided.
- Systematic small-signal stability analysis of a given system structure is proposed introducing a performance metrics to determine the overall system stability enabling the comparison of various architecture solutions in terms of robust stability.

In addition, the results of this thesis have been applied in the following industrial projects:

- Design and analysis of dc-distributed power systems for avionic application based on simulations using behavioral dc-dc converter models, funded by Indra.
- Fast equivalent models for the management of efficient electronic networks, funded by Ministerio de Ciencia e Innovacion of Spain through the project (MOREGREEN) Modelos Rapidos Equivalentes para Gestion de Redes Electronicas de Energia (DPI2010-17466).
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- Optimization tool for the design of distributed power architectures.

1.6.2 Publications

The following papers are published within the topic area which are mainly contributed by the author.


In this chapter, the original contribution is to provide the least conservative stability margins as a single number for the minor-loop gain, guaranteeing robust stability. The presented methodology provides information, whether the internal converter dynamics is altered due to the system interconnection. Furthermore, it is shown that the robustness of stability can be determined most reliably at the input and output terminals of the converter and that the validity of the extractable robustness information regarding the minor-loop gain is interface-dependent. In addition, explicit revelation of the basis for the least conservative forbidden region based on maximum peak criteria (MPC) is provided.

The passivity-based stability analysis method is first discussed in more detail as an alternative method to provide information regarding the small-signal stability. Theoretical background for source and load-affected converter dynamics is presented, as well as the practical frequency domain characterization. Thereafter, the concept of maximum peak criteria is introduced, describing how to obtain the least conservative stability margins for a minor-loop gain guaranteeing robust stability. Both commercial and prototype converters as well as simulations are used for the analysis in order to demonstrate the presented concepts.

2.1 Introduction

Traditionally the small-signal stability of two interconnected subsystems is assessed based on the minor-loop gain, as discussed in the previous chapter. An alternative method is passivity-based stability criterion (PBSC) (Riccobono and Santi, 2012a,b). It is based on analyzing the passivity of a bus impedance, which is a parallel connection of the input and the output impedances in the interconnected subsystems. The PBSC concept provides a different way to state the stability, eliminating the necessity of analyzing the encirclement of the point (-1,0) in the complex plane. If passivity is satisfied for the total bus impedance, the system is stable. The conditions for passivity (Riccobono and Santi, 2012a,b) are:

- No RHP poles in $Z_{bus}$
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- \( \text{Re}\{Z_{bus}(j\omega)\} \geq 0 \)

The Nyquist contour of the bus impedance is required to lie wholly on the right half of the complex plane (RHP). Thus the real part of the bus impedance is required to be always positive, referring that the phase is always between \( \pm 90^\circ \). The PBSC provides a sufficient condition for stating the stability. However, unlike the Nyquist criterion it is not a necessary condition for stability, and therefore, the application of this concept in a general stability analysis might lead to a conservative design and thus discarding a valid solution. This is illustrated by the following example of cascaded converters in Fig. 2.1: Converter A is a designed voltage-mode-controlled synchronous buck converter \((U_{in} = 12V, U_o = 5V, I_o = 0.5A, f_{sw} = 200kHz)\) and Converter B operates as a constant power load \((R = -10\Omega, C_{in} = 17\mu F)\). The bus impedance of this interconnected system is defined in (2.1).

![Cascaded Converters Diagram](image)

\[
Z_{bus} = Z_{in} \parallel Z_o = \frac{Z_o}{1 + Z_o/Z_{in}} \tag{2.1}
\]

The measured output impedance of Converter A (solid line) and the simulated input impedance (dashed line) of the Converter B are shown in Fig. 2.2. It can be observed that \( Z_o \ll Z_{in} \) almost throughout the whole frequency range, and therefore, the bus impedance is equivalent to the output impedance of the buck converter. Based on the measured output impedance, it can be observed that the phase exceeds \( 90^\circ \) approximately at 200Hz. This phase behavior is typical for voltage-mode controlled buck converter. The stability analysis for this cascaded connection is then performed by analyzing the passivity of the bus impedance (solid line) as well as applying the traditional minor-loop gain (dashed line) as shown in the complex plane in Fig. 2.3.

According to the PBSC, the bus impedance is not passive, because its Nyquist contour does not fully lie on the RHP. Therefore, the information provided by the passivity-based criterion regarding the system stability is unclear and consequently a valid solution might be discarded. Whereas utilizing the traditional stability assessment methods, the system is stable with good gain and phase margins. Therefore, PBSC is a poor method for general small-signal stability analysis of distributed systems. It is mainly used in applications where active damping is applied to shape the converter impedance based on the passivity information and thus guaranteeing...
2.2 System modeling

Proper modeling of the commercial converters is essential in order to predict the robust stability and performance of the distributed systems. For the system small-signal stability assessment, the two-port model described in Chapter 1 is applied to analyze the interactions. The analytical formulation to assess the source and

Figure 2.2: Measured output impedance ($Z_o$), solid line, of a synchronous buck converter and simulated input impedance ($Z_{in}$), dashed line, of a cascaded connected converter.

Figure 2.3: Nyquist contour of the bus impedance, solid line, and the minor-loop gain, dashed line.

the stability (Riccobono and Santi, 2012a,b). In this thesis, only the minor-loop gain based stability assessment method is utilized.

2.2 System modeling

Proper modeling of the commercial converters is essential in order to predict the robust stability and performance of the distributed systems. For the system small-signal stability assessment, the two-port model described in Chapter 1 is applied to analyze the interactions. The analytical formulation to assess the source and
load-side impedance influence to the converter dynamics is presented focusing on the small-signal stability whereas the detailed interactions analysis is presented in Chapter 3.

### 2.2.1 Source and load-affected system

A converter with interconnected source and load is illustrated in Fig. 2.4, where the $Z_s$ refers to the source and $Z_L$ to the load impedance as well as $Z_{in}^c$ and $Z_{o}^c$ are the input and output impedances of the converter that is analyzed. This interconnected system can be represented as a two-port structure, shown in Fig. 2.5 where the source is represented as its output impedance $Z_s$ and the load as its input admittance $Y_L$. The influence of these external impedances to the converter dynamics (inside the dashed line) can be analytically obtained. This model represents the dynamics of a closed-loop converter, i.e., a commercial converter, but the same model representation can be used for open-loop dynamics by including the control variable as an additional input to the system, as will be discussed in detail in Chapter 3.

![Figure 2.4: Interconnected system with source and load-side impedances.](image)

The source-side impedance influence can be obtained by representing the input voltage as given in (2.2) and including the source impedance $Z_s$ as a part of the
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\[ \hat{u}_{in} = \hat{u}_{ins} - Z_s \hat{i}_{in} \]  

(2.2)

By replacing this input voltage representation to the original set of equations (1.5) provided in the previous chapter, the source-affected dynamics are obtained as given in (2.3). The implicit parameter \( Y_{in-sc} \) is a short-circuit input admittance, defined in (2.4). It is dependent on the applied control method and its detailed application on the interactions analysis is discussed in Chapter 3.

\[
\begin{align*}
\hat{i}_{in} &= \frac{Y_{in}}{1 + Z_s Y_{in}} \hat{u}_{ins} + \frac{T_{oi}}{1 + Z_s Y_{in}} \hat{j}_o \\
\hat{u}_o &= \frac{G_{io}}{1 + Z_s Y_{in}} \hat{u}_{ins} - \frac{1}{1 + Z_s Y_{in}} Z_{o} \hat{j}_o 
\end{align*}
\]  

(2.3)

\[ Y_{in-sc} = Y_{in} + \frac{G_{io} T_{oi}}{Z_o} \]  

(2.4)

In a similar way, the load impedance influence can be assessed by including the load admittance \( Y_L \) as a part of the converter dynamics, representing the output current as (2.5). The corresponding load-affected equations are given in (2.6) and the implicit parameter \( Z_{o-oc} \) is the open-circuit output impedance, defined in (2.7). Its detailed meaning for interactions analysis is discussed in the following chapter. The source and load-side minor-loop gains in (2.3) and (2.6) are \( Z_s Y_{in} \) and \( Z_o Y_L \), respectively. It can be observed that stability of the original transfer functions depends on the minor-loop gains and can be assessed applying the Nyquist stability criterion.

\[
\hat{i}_o = \hat{j}_o + Y_L \hat{u}_o 
\]  

(2.5)

\[
\begin{align*}
\hat{i}_{in} &= \frac{1 + Z_{o-oc} Y_L}{1 + Z_o Y_L} Y_{in} \hat{u}_{ins} + \frac{T_{oi}}{1 + Z_o Y_L} \hat{j}_o \\
\hat{u}_o &= \frac{G_{io}}{1 + Z_o Y_L} \hat{u}_{ins} - \frac{1}{1 + Z_o Y_L} \hat{j}_o 
\end{align*}
\]  

(2.6)

\[ Z_{o-oc} = Z_o + \frac{G_{io} T_{oi}}{Y_{in}} \]  

(2.7)

2.2.2 Converter characterization

The small-signal stability of an interconnected system is assessed based on the impedance ratio. These impedances need to be identified at a correct operating point in order to analyze of an actual system consisting of commercial components. Different parameter identification methods were reviewed in the first chapter but
in this thesis the converters are solely characterized based on the frequency domain measurements.

The transfer functions utilized in the theoretical analysis are assumed unterminated, i.e. independent of the source and load dynamics. Therefore, while performing the frequency response measurements neither the source nor the load should couple with the internal converter dynamics. Two examples to demonstrate the practical characterization of commercial converters are provided:

- Commercial POL converter PT78ST100 (Texas Instruments, 2000)
- Commercial bus converter evaluation board IB048E120T40N1 (Vicor, 2013)

The four transfer functions of the POL converter are measured at the operating point: \(U_{in} = 12\)V, \(U_o = 5\)V, \(I_o = 1.5\)A, showing input (\(Z_{in}\)) and output (\(Z_o\)) impedances in Fig. 2.6 and the audiosusceptibility (\(G_{io}\)) as well as the reverse transfer function (\(T_{oi}\)) in Fig. 2.7. These transfer functions are well-behaving, i.e. no unintentional resonance peaks are observable.

![Figure 2.6: Characterized input and output impedances of the commercial converter.](image)

The second characterization example demonstrates the source-side couplings. The measurements are performed with an evaluation board, shown in Fig. 2.8. The board contains a dc-dc converter, a discrete LC-filter as well as additional connectors and other components. The converter output impedance is first measured by connecting the source and load to the input and output connectors of the evaluation board, illustrated in Fig. 2.8 with number ’1’. The same measurement is then repeated at the direct input and output terminals of the converter, indicated as number ’2’, removing or disconnecting the additional components. The measured output impedances \(Z_{o1}\), obtained from the first measurement point, and \(Z_{o2}\) at the second measurement point are shown in Fig. 2.9.
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Figure 2.7: Measured audiosusceptibility and reverse transfer function of the commercial converter.

![Figure 2.7](image_url)

Figure 2.8: Different measurement points on the evaluation board of a commercial converter (Vicor, 2013)

Based on the measured output impedances, the source-side coupling is clearly observable from the first output impedance $Z_{o1}$ as a comparison to $Z_{o2}$, where the additional source-side impedance is removed. Therefore, in order to characterize the internal converter dynamics, the measurements should be performed at the direct input and output terminals of the converter removing all additional components, which are not part of the converter power stage. However, in case it is of interest to observe how a certain input filter might alter the converter dynamics, according to (2.3), the internal transfer functions can be measured together with a discrete filter.
2.3 Least conservative margins for stability

In control engineering, robust stability refers to a system that is stable under certain parameter variations. In order to ensure it, a concept of maximum peak criteria (MPC) is used in the design of feedback systems (Skogestad and Postlethwaite, 2001). This concept is also applicable in the analysis of distributed systems to state the robustness of stability for a well-defined minor-loop gain (Vesti et al., 2013b).

While integrating the system, it is of interest to know whether two components can be cascaded, guaranteeing stability and unaltered performance. However, since one of the main design objectives of distributed systems is to optimize the size, it is of interest to obtain the minimum stability margins, to avoid conservative designs. The concept of sensitivity function and its application on extracting the stability margins is provided in the following section, as well as the origin for the least conservative circular forbidden area.

2.3.1 Maximum peak criteria

Maximum peak criteria (MPC) is a well-known method to state robust stability of a closed-loop system (Skogestad and Postlethwaite, 2001). It is based on the frequency domain analysis of the maximum peak values of the sensitivity (S) and the complementary sensitivity (T) functions, defined in (2.8), where L is the loop-gain, i.e. transfer function around the loop as seen from the output.

A dc-dc converter is a closed loop-system and its output voltage can be represented as in (2.9) (Erickson and Maksimovic, 2001), where \( \hat{c} \) represents the general control variable of the system and \( G_{sc} \) is the sensor gain. The transfer functions representing the internal dynamics are indicated by subscript extension ”-o” which...
indicates open-loop. This output voltage expression illustrates how the sensitivity and complementary sensitivity, defined in (2.8), are related to the closed-loop dynamics of a dc-dc converter.

\[ S = \frac{1}{1+L} \]
\[ T = \frac{L}{1+L} \quad (2.8) \]

\[ \hat{u}_o = \frac{G_{i\omega-o}}{1+L} \hat{u}_{in} - \frac{Z_{i\omega-o}}{1+L} \hat{i}_o + \frac{L}{G_{se}(1+L)} \hat{c} \quad (2.9) \]

The loop gain \( L \) is typically designed guaranteeing certain gain and phase margins to provide appropriate trade-off between closed-loop performance and stability. These margins are illustrated in Fig. 2.10 in the complex plane and defined in (2.10) (Skogestad and Postlethwaite, 2001). The phase crossover frequency \( \omega_{180} \) for the gain margin is the point where the Nyquist contour of the loop gain crosses the negative real axes. Correspondingly for the phase margin, the gain crossover frequency \( \omega_c \) is defined as the point, where the loop gain first crosses the unity circle.

\[ GM = \frac{1}{L(j\omega_{180})} \]
\[ PM = \angle L(j\omega_c) + 180^\circ \quad (2.10) \]

Figure 2.10: Nyquist plot of a loop gain \( L(j\omega) \), indicating PM and GM.

The robustness of stability, however, is determined by the critical area in the vicinity of the point (-1,0), (Basso, 2012; Skogestad and Postlethwaite, 2001).
Therefore, the closed-loop performance is best assessed according to the closeness of the loop gain $L(j\omega)$ to the critical point (-1,0). This distance is illustrated as ‘x’ in Fig. 2.11 and throughout the frequency range it is given as (2.11) (Basso, 2012).

$$x = |1 + L(j\omega)| \quad (2.11)$$

From this expression, it can be observed that the distance ‘x’ is the inverse of the sensitivity function (2.8), and therefore, this distance has its critical minimum value when the sensitivity function is the highest. Thus the maximum value of the sensitivity function, $S_{\text{max}}$, can be utilized as a robustness measure for the loop-gain. Large peak value indicates poor closed-loop performance and robustness. In control engineering, the recommendation is to have $S_{\text{max}}$ less than 2 (6dB), whereas a value larger than 4 (12dB) refers to poor robustness. According to the maximum peak of the sensitivity function, corresponding gain ($GM_{\text{MPC}}$) and phase ($PM_{\text{MPC}}$) margins to guarantee robustness can be obtained as defined in (2.12) (Skogestad and Postlethwaite, 2001).

$$PM_{\text{MPC}} \geq 2\arcsin\left(\frac{1}{2|S_{\text{max}}|}\right)$$

$$GM_{\text{MPC}} \geq \frac{1}{1 - 1/S_{\text{max}}} \quad (2.12)$$

Even if the traditional gain and phase margins (2.10) illustrated in Fig. 2.10, would guarantee stability, the performance might be jeopardized because these margins will not ensure robustness (Aström and Murray, 2008; Skogestad and Postlethwaite, 2001). This is illustrated by a following analytical example of a closed-loop system with a loop-gain as (2.13) according to (Aström and Murray, 2008).

$$L(s) = \frac{0.38(s^2 + 0.1s + 0.55)}{s(s + 1)(s^2 + 0.06s + 0.5)} \quad (2.13)$$
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Traditional stability analysis of this loop-gain would provide a phase margin of approximately 70° as can be seen from the Nyquist diagram in Fig. 2.12. However, the computed phase margin according to the minimum distance of the loop-gain and the critical point (-1,0) results 17° implying performance degradation. The inability of the Bode-plot-based analysis to guarantee robust stability of a closed-loop dc-dc converter is also observed in practice (Basso, 2012; Sandler, 2014; Sandler et al., 2012). Therefore, the closeness of the loop gain and the point (-1,0) in the complex plane provides proper method to assess the robustness of a closed-loop system and should be considered while designing the feedback for the dc-dc converters.

![Nyquist plot](image)

Figure 2.12: Loop-gain with good traditionally defined gain and phase margins, but poor robustness (Astrom and Murray, 2008).

2.3.2 Minor-loop gain based sensitivity function

The MPC concept can be also applied in the analysis of distributed systems to provide margins for robust stability (Vesti et al., 2013b; Vestii et al., 2013). The influence of the interconnected system to the converter dynamics was provided in (2.3) for the source-side and in (2.6) for the load-side interactions. Based on these equations it can be observed that the minor-loop gains, $Y_{in}Z_s$ for the source-side or $Z_oY_L$ for the load-side, form a similar sensitivity function, $S$ (2.14), as the loop gain $L$ in (2.8).

$$S = \frac{1}{1 + ML}$$

(2.14)

A large peak value of this sensitivity function would cause peaking in the internal transfer functions. This influence can be observed analytically by expressing the source- and load-affected converter dynamics of (2.3) and (2.6) as (2.15) and (2.17), respectively. All internal transfer functions are influenced by the sensitivity function. However, in the case of the output impedance in (2.15) and the input admittance in (2.17), two control-method-dependent parameters influence additionally...
on these transfer functions.

\[
\hat{i}_{in} = SY_{in}\hat{u}_{in} + ST_{oi}\hat{i}_{o} \tag{2.15}
\]

\[
\hat{u}_{o} = SG_{io}\hat{u}_{in} - S(1 + Z_{s}Y_{in-sco})Z_{o}\hat{i}_{o} \tag{2.16}
\]

\[
\hat{i}_{in} = S(1 + Z_{o}Y_{L})Y_{in}\hat{u}_{in} + ST_{oi}\hat{i}_{o} \tag{2.17}
\]

\[
\hat{u}_{o} = SG_{io}\hat{u}_{in} - SZ_{o}\hat{i}_{o} \tag{2.18}
\]

The influence of high source-side \(S_{\text{max}}\) to the converter dynamics (2.15) is demonstrated in practice for an interconnected system shown in Fig. 2.13, where the commercial converter (TexasInstruments, 2000) is operating at 1A load. The input filter is designed so that its output impedance is high enough in order to obtain a large peak value in the source-side sensitivity function, however, guaranteeing the stability. Therefore, the values for the filter components are chosen as \(L_{F} = 400\mu\text{H}\), \(C_{F} = 100\mu\text{F}\), \(r_{L} = 80\,\text{m}\Omega\), \(r_{C} = 100\,\text{m}\Omega\). The measured input impedance of the converter, \(Z_{in-c}\), as well as the simulated filter output impedance, \(Z_{o-s}\), are shown in Fig. 2.14 and the corresponding minor-loop gain is illustrated in the complex plane in Fig. 2.15. It can be observed that the minimum distance between the minor-loop gain and the point (-1,0) in the complex plane is small, and therefore, the corresponding sensitivity function has a high peak value of approximately 14dB as shown in Fig. 2.16.

This peaking in the source-side sensitivity function alters all the converter dynamics according to (2.15) where the transfer functions, except the output impedance, are multiplied directly by the sensitivity function. The source impedance influence to the level of degradation in the converter output impedance depends on \(Y_{in-sco}\) (2.4), which is a control-method-dependent parameter as will be discussed in more detail in Chapter 3.

The source-affected transfer functions are computed based on the measurements and are shown in Figs. 2.17-2.20 together with the original transfer functions. It can be observed that the converter dynamics is significantly altered due to the
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- Figure 2.14: Measured input impedance of a commercial dc-dc converter and simulated output impedance of an input filter.

- Figure 2.15: Nyquist contour of the source-side minor-loop gain.

High peak in the sensitivity function. Altered converter dynamics might degrade the converter performance or even cause instability. The output voltage transient response is typically the most important performance specification in time-domain and the deviation in the output voltage due to a load step can be approximated as in (2.19).

\[ \Delta v_o = Z_o \Delta i_o \tag{2.19} \]

Therefore, it is obvious that if the converter output impedance is altered due to the peaking in the source-side sensitivity function, the transient response might be
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Figure 2.16: Frequency domain plot of the sensitivity function.

Figure 2.17: Original and source-affected audiosusceptibility.

degraded. The maximum value of the sensitivity function can be considered as an important indicator of the altered converter dynamics within interconnected system (Vesti et al., 2013b; Vestii et al., 2013). If the recommended maximum peak value of 2 (6dB) is complied with, the changes in the internal dynamics are considered insignificant and would not impact on the time-domain performance.

2.3.3 MPC-based forbidden region

Applying the presented concept of the maximum peak criteria and the minor-loop gain based sensitivity function, the least conservative circular forbidden area to assess robust stability of distributed system can be defined (Vesti et al., 2013b). This forbidden area is a circle-like region in the complex plane, applied previously in (Wildrick et al., 1995; X.Feng et al., 2002) for online stability margin monitoring and in (Acevedo and Molinas, 2011) to assess the stability of a renewable energy-based microgrid. However, the origin of this forbidden region and proper application to guarantee robust stability in distributed systems was provided later in (Vesti et
As previously discussed, the distance between the point (-1,0) and the loop-gain \( L(j\omega) \) in the complex plane was defined in (2.11) and in Fig. 2.11. By denoting \( |S_{\text{max}}| = M_s \) and \( L(j\omega) = \alpha + j\beta \), a circle can be defined in the complex plane with the center at (-1,0) and the radius of \( 1/M_s \) according to (2.20).

\[
(1 + \alpha)^2 + (\beta)^2 = \frac{1}{M_s^2}
\]  

(2.20)

This circle defines a forbidden region for the minor-loop gain out of which it shall stay for the robust stability to exist. Depending on the required level of...
robustness, by selecting the value for the maximum peak sensitivity function, the corresponding forbidden region can be specified. In Fig. 2.21, the MPC-forbidden region with the maximum peak of 2 (6dB) is highlighted and compared to the regions in (Middlebrook, 1976; Sudhoff et al., 2000; Wildrick et al., 1995). It can be clearly observed that this forbidden region occupies much less space in the complex plane than the previous criteria but maintaining the same level of robustness or even better.

![Figure 2.20: Original and source-affected output impedance.](image)

![Figure 2.21: The MPC-based forbidden region with the ESAC and GMPM regions.](image)

It is worth noting that the stability and well-defined transient behavior are guaranteed if the minor-loop gain stays out of the MPC region as well as complies
2.4. Application of the MPC-concept

Having defined the new forbidden region, it is necessary to discuss the proper application of the MPC-concept and validity of the information extractable from the minor-loop gain in terms of robust stability. The state of the small-signal stability in distributed systems is given based on the behavior of the minor-loop gain and it is invariant to component grouping as discussed in (Sudhoff et al., 2000). However, the robustness of stability depends on the interface at which the minor-loop gain is determined (Vesti et al., 2013b). This is due to the basic assumption behind the MPC theory: the robustness and closed-loop performance are defined only for the internal converter transfer functions. Therefore, the minor-loop gain should be obtained at the interface closest to the converter input or output terminal.

2.4.1 Interface for robustness analysis

The MPC-concept can be utilized to assess the influence of the external impedances on the internal transfer functions. In case of excessive peak value of the sensitivity function, as depicted in Fig. 2.16, the robustness is reduced referring that the converter performance might be degraded. Therefore, the robust stability for the defined minor-loop gain is guaranteed by a sufficiently low peak value. However, arbitrarily determined minor-loop gain within the system does not necessarily provide the required information based on which the robustness of stability and the state of transient performance can be assessed.

An experimental prototype system composing of a bus converter supplying two point-of-load converters is shown in Fig. 2.22. The converters are all voltage-mode controlled, non-isolated synchronous buck converters, with switching frequencies of 400kHz and control bandwidths of 100kHz. The main component values of the converter power stages are shown in the figure. The nominal operating condition for the system is defined as:

- Bus converter: $U_{in} = 20V$, $U_o = 12V$ and $I_o = 2.25A$
- POL 1 converter: $U_{in} = 12V$, $U_o = 5V$ and $I_o = 1A$
- POL 2 converter: $U_{in} = 12V$, $U_o = 5V$ and $I_o = 4A$

The robust stability of the POL 2 converter is desired to be analyzed, i.e. to determine the influence of the interconnected system to the internal dynamics of this converter. In order to illustrate the proper application of the presented MPC-concept and the importance of the interface at which the minor-loop gain is determined for robustness analysis, parasitic inductances of different values are connected.
Figure 2.22: Prototype system structure including additional parasitics.

Three interfaces, \( A_1, A_2, A_3 \) are defined for the system where the corresponding minor-loop gains \( Z_o^S/Z_m^L \) are determined. Based on these minor-loop gains, the aim is to analyze the information regarding the robust stability of the POL 2 converter. In order to compute the minor-loops gains at every interface, the following source and load side impedances are required to be measured:

- \( A_1 \): \( Z_{o-A1}^S \) is the output impedance of the bus converter, \( Z_{o-bus} \), and \( Z_{m-A1}^L \) is the impedance to the system
- \( A_2 \): \( Z_{o-A2}^S \) is the \( Z_{o-bus} \) with the influence of the parasitic inductor and \( Z_{m-A2}^L \) is the impedance to the system after the first parasitic inductor
- \( A_3 \): \( Z_{o-A3}^S \) is the impedance seen from the input terminal of POL 2 and \( Z_{m-A3}^L \) is the input impedance of POL2

These impedances at each interface are required to be measured avoiding the rest of the system to couple with the measurements. Therefore, while measuring the source-side output impedance, the load-side of the interface is replaced by an ideal current source maintaining the defined operating condition. Correspondingly, the load-side input impedance is measured replacing the input-side of the interface by an ideal voltage source with the correct operating point.

Based on the measured impedances, the three minor-loop gains \( A_1, A_2, A_3 \) are computed and presented in Fig. 2.23 as Bode plots and in Fig. 2.24 as polar plots, where the MPC-forbidden region corresponds to 6dB peaking. From Fig. 2.24 it can be observed that every minor-loop gain complies with the Nyquist criterion for stability. The information provided by the minor-loop gains at the interfaces \( A_1 \)
and $A_2$ indicates good margins for stability whereas the behavior of the minor-loop gain at the third interface implies that the margins are low due to the short distance between the point (-1,0) and the minor-loop gain.

Figure 2.23: Measured minor-loop gains at the interfaces A1 (solid line), A2 (dashed line) and A3 (dash-dotted line) of the distributed system shown in Fig. 2.22 as a Bode plots.

Figure 2.24: The minor-loop gains as polar plot at the interfaces $A_1$ (star), $A_2$ (square) and $A_3$ (diamond).

The behavior of the minor-loop gain $A_3$ is analyzed in detail at the following operating points:

- 1: POL1 $i_{o1} = 1A$ and POL2 $i_{o2} = 4A$
- 2: POL1 $i_{o1} = 4A$ and POL2 $i_{o2} = 1A$
The Nyquist plots of the minor-loop gain $A_3$ at these operating points are given in Fig. 2.25 where the ESAC and MPC-based forbidden regions are shown. It can be observed that both minor-loop gains are overlapping with the forbidden regions but this violation does not lead to instability, because the Nyquist criterion is complied with. Based on the minimum distance with the point (-1,0) and the minor-loop gain in the operating condition 1, the maximum peak of the sensitivity function is 23.7dB. This corresponds to $GM_{MPC}$ and $PM_{MPC}$ of 0.6dB and $4^\circ$ according to (2.12). The smaller load current of POL2 in the operating point 2 increases the converter input impedance thus reducing the peaking of the corresponding sensitivity function.

![Figure 2.25: Nyquist plots of the measured minor-loop gains at the interface $A_3$, where the solid line refers to operating point 1 $I_o = 4A$, and the dashed line refers to operating point 2 $I_o = 1A$.]

The large $S_{max}$ value of the operating condition 1 indicates that the internal transfer functions of the POL2 are altered. The output impedance of POL2 is measured while the system is connected and shown in Fig. 2.26. The high resonance peak is due to the excessive peaking of the source-side sensitivity function of the POL2. This altered output impedance implies degraded converter performance, which is best observed in time-domain. Therefore, a load step from 0.5A to 4A is applied to the output of POL2 and its output voltage response is shown in Fig. 2.27. The decaying oscillatory response is caused by the resonance in its output impedance which lies within the bandwidth (100kHz) of its voltage-loop gain. Thus the transient response is not only determined by the control system but also by the resonant behavior of the output impedance.

The degraded performance of the POL2 influences on the rest of the system. This can be observed from the output voltage response of the bus converter shown in Fig. 2.28. This response is determined by the bus converter output impedance and the demanded output current. The measured bus converter output impedance is shown in Fig. 2.29 together with the measured output impedances of the POL2 converter under both operating conditions. It can be observed that the measured...
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Figure 2.26: Measured output impedance of the POL2 at the operating condition 1.

Figure 2.27: Measured time-domain behavior of POL2 converter when a load step of 0.5A to 4A (250 mA/µs) is applied at the output of the POL2 converter.

bus converter output impedance is unaltered by the system, and therefore, the observed degraded performance is due to the oscillatory behavior of the input current demanded by the POL2 and amplified by the bus converter output impedance value (≈ 100mΩ) at the frequency of the oscillation, which is approximately 6kHz according to Fig. 2.27.

These experimental measurements clearly demonstrate that the interface, at which the minor-loop gain is measured, affects the validity of the robustness information. The interfaces $A_1$ and $A_2$ are not the direct interfaces with the POL2 converter power stage and do not provide valid data regarding robust stability. For
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Figure 2.28: Measured time-domain behavior of the bus converter when a step change in load current from 0.5 to 4 A (250 mA/µs) is applied at the output of the POL2 converter.

Figure 2.29: Measured output impedance of the bus converter and the POL2 converter at both operating conditions.

The purpose of emphasizing the importance of the correct interface, an excessive parasitic inductance value was used to form the interface $A_3$. It can be concluded that the state of the stability can be determined from any of the measured minor-loop gains but in order to correctly predict the robustness, the minor-loop gain should be defined for each converter within the system at their very input or output terminals. In the case of predicting the robust stability for the POL1 converter, new minor-loop gain should be defined at the interface closest to its input terminal.
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2.4.2 $S_{\text{max}}$-based stability margins

In this thesis, the MPC-concept is used to state the stability margins for a minor-loop gain. The advantage of this method is that a single parameter (value of the maximum peak of the sensitivity function) provides a margin to guarantee robust stability and performance. This parameter considers the combined effects of both gain and phase margins without the need for considering their relations to the frequency. From the $S_{\text{max}}$ value, the $GM_{\text{MPC}}$ and $PM_{\text{MPC}}$ can be extracted according to (2.12) and for a well-defined minor-loop gain, the peak sensitivity function provides information of the stability margins: the lower the peak value, the better in the sense of robust stability.

The operating point at which the frequency response measurements are performed, influences the stability margins. This is illustrated with the following example of two cascaded dc-dc converters. DC/DC A is a voltage-mode-controlled synchronous buck converter and it supplies another converter which behaves as a constant power load as illustrated in Fig. 2.30. The stability margins are determined for the interface at two operating points.

The output impedance of DC/DC A is measured at: $U_{\text{in}} = 12\text{V}$, $U_o = 5\text{V}$ and $f_{\text{sw}} = 200\text{kHz}$ and the constant power load behavior of the cascaded converter is simulated at two operating conditions: $R = -10\Omega$ and $R = -2.5\Omega$ with $C_{\text{in}} = 17\mu\text{F}$, denoting them as first and second condition respectively. The minor-loop gains at both operating conditions are shown in Fig. 2.31 as Nyquist plots, where the MPC-based region is obtained with the maximum peak value of 2 (6dB). It can be observed that the minor-loop gains comply with the Nyquist stability criterion without violating the MPC-forbidden region, thus guaranteeing the robust stability.

The compliance with the MPC region provides the minimum stability margins, of $GM_{\text{MPC}}$ 6dB and $PM_{\text{MPC}}$ 29°. However, utilizing the MPC-concept, specific margins for each minor-loop gain can be computed based on $S_{\text{max}}$ value. The obtained sensitivity functions are shown in Fig. 2.32. It can be observed that $S_{\text{max}}$ values for the condition 1 and 2 are: 1.94dB (1.25) for sensitivity function 1 and 5.5dB (1.8) for sensitivity function 2. These peaks correspond to the minimum distance between the minor-loop gain and the point (-1,0) in Fig. 2.31. Therefore, the operating point at which the system is analyzed influences significantly on the obtained margins and the proper operating condition should be well considered for the stability analysis.

![Figure 2.30: Interconnection of cascaded converters.](image-url)
As previously discussed, the objective of all forbidden regions is to provide less conservative stability margins than the original criterion from Middlebrook, where the forbidden region lies outside a circle with the center in the origin and the radius inverse of the GM of 6dB. However, Middlebrook’s criterion was originally aimed to be applied in the input filter design, and therefore, a comparison of the least conservative MPC criteria and the Middlebrook’s criterion is presented for a dc-dc converter with an input filter.

The input filter is typically designed so that it provides adequate attenuation while guaranteeing the stability. To obtain high enough attenuation, the filter resonant frequency is selected to be much less than the crossover frequency of the
output-voltage loop. As a consequence, in order to ensure stability, the input filter has to be designed so that its output impedance peak does not intersect with the closed-loop input impedance of the converter. In addition, in order to avoid affecting the output impedance of the converter the GM of the minor-loop gain has to be large enough (typically 6dB). A dc-dc converter with cascaded input filter is shown in Fig. 2.33, where the converter is a commercial point-of-load converter (Texas Instruments, 2000) operating at \( U_{in} = 12V, U_o = 5V \) and \( I_o = 1.5A \).

A simple single stage input filter is designed according to the Middlebrook criteria \( Z_F^c < Z_{in}^c \) and guaranteeing the minimum GM of 6dB without considering the attenuation features. The parameters of input filter in Fig. 2.33 are: \( L_F = 400\mu H, C_F = 220\mu F, r_L = 160m\Omega \) and \( r_C = 50m\Omega \), resulting to a resonant frequency of approximately 540 Hz. In order to provide more comprehensive comparison of the two stability analysis methods, another filter with different output capacitor: \( C_{F2} = 180\mu F \) is utilized resulting to resonant frequency of approximately 600Hz. The measured converter input impedance and the simulated filter output impedances \( Z_{o1}^F \) and \( Z_{o2}^F \) are illustrated in Fig. 2.34.

In the case of the first filter, Middlebrook’s criterion is complied with a margin of 6.2dB. However, for the second filter the margin is only 4.4dB. The computed minor-loop gain based sensitivity functions, \( S_{F1} \) (solid line) and \( S_{F2} \) (dashed line), are shown in Fig. 2.35. The corresponding peak values are approximately 5.4dB for the first filter and 7.7dB for the second. The computed minor-loop gains are presented in the complex plane in Fig. 2.36. It can be observed that the first minor-loop gain \( ML_{F1} \) (solid line) lies inside the circle defined by Middlebrook’s design criterion, and therefore, it also complies with the MPC-forbidden region. However, the second minor-loop gain \( ML_{F2} \) (dashed line) does not comply with the Middlebrook criterion and it overlaps with the MPC region.

Based on the comparison of these two stability criterion, both methods provide similar information regarding the robustness of the stability. Therefore, it is stated that even though Middlebrook criterion is too restrictive for the general stability analysis within distributed system, it is quite proper for the input-filter design. Middlebrook’s design rules for input filters are practical as well as easily applicable in the actual design and they provide similar margins for stability than the least
Figure 2.34: Measured input impedance of the commercial converter and the simulated output impedances of both filters.

Figure 2.35: Computed sensitivity functions $S_{F1}$ (solid line) in the case of the first filter and $S_{F2}$ (dashed line) for the second filter.

conservative stability assessment method. Detailed analysis of any possible input filter design option where the minor-loop gain would comply with the MPC but not the Middlebrook, lies outside the scope of this thesis.

### 2.5 Conclusion

The small-signal stability assessment, based on the impedance ratio known as minor-loop gain, was addressed in this chapter. It was demonstrated that the alternative method, passivity-based criterion, is not appropriate for general stabil-
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It was explicitly shown that an arbitrarily measured minor-loop gain within the system might be insufficient to predict correctly the robustness of stability and the state of transient performance. Therefore, well-behaving minor-loop gain alone does not necessarily ensure robust transient performance if it is not correctly defined. In addition, the experiments clearly demonstrate that the minor-loop gain should be defined at the interface closest to the internal terminals of the converter for maximizing the value of the measured information. It was shown that the previously defined forbidden regions are all developed to ensure stability as well as to maintain the changes in the transient performance acceptable. In addition, it was demonstrated that even though the Middlebrook criterion is too conservative...
for general stability analysis, in the case of input filter design it provides similar margins than the least conservative stability criterion.
The main contribution of this chapter is to provide a complete set of impedance/admittance parameters, which describe the sensitivity of a switched-mode converter to the source and load interactions. The presented methodology is applicable to any dc-dc converter based on either measured frequency responses or analytic models consisting of circuit parameters. In addition, theoretical formulations for the system-level interactions are provided introducing mechanism for cross-couplings as well as increased source-side interactions sensitivity.

In the previous chapter, the assessment of the small-signal stability and the least conservative margins for the minor-loop gain were provided. However, the impedance based interactions can be more complex as will be described in this chapter. For the stability analysis, the dc-dc converters can be considered as black boxes characterized by their input and output impedances. In this chapter, the dynamical features contributing on the converter interactions sensitivity are analyzed in detail. Therefore, converter models based on their internal components are utilized but the analysis is presented in such a way that it is applicable to commercial converters. The stability and robustness are conveniently assessed utilizing the Nyquist plots, however, these plots are not valid for the assessment of other kind of interactions. Therefore, the analysis presented in this chapter is based on the utilization of the Bode plots, providing a practical approach for the interactions characterization also in the case of commercial converters.

This chapter first discusses the general interactions analysis based on the internal converter transfer functions at open and closed-loop. Thereafter, the main interactions formulations valid for every converter, are presented. From these formulas, special parameters i.e. theoretical impedances are extracted. They describe the converter interactions sensitivity and facilitate the understanding of the interactions phenomena in distributed systems. They are not directly measurable from the converter but are computed based on the measured frequency responses or obtained theoretically based on the circuit parameters according to the analytical equations as will be shown in this chapter. The special parameters are dependent on the applied control method, and therefore, detailed analysis of certain feedback/feedforward arrangements and their influence on interactions is provided based on
analytical models. The system-level interactions are assessed in the final section for a system consisting of input-parallel connected converters with a common input filter. All theoretical discussions and formulations are validated experimentally at the end of each section.

3.1 Introduction

The converter sensitivity to the impedance-based source and load interactions can be characterized by specific impedance or admittance parameters (Choi et al., 2005; Middlebrook, 1989; Suntio, 2010). The existence of such parameters was first established by Middlebrook (Middlebrook, 1976, 1978), when he published the theoretical formulation for the source interactions analysis based on the extra element theorem (EET) (Middlebrook, 1989). The EET is an analytical tool for linear systems to assesses the influence of additional impedance to the original transfer function by employing a correction factor.

The correction factor consists of given extra element $Z(s)$ and two impedances, with direct physical interpretation in the system, seen by this extra element. The impedances are theoretical and can be obtained by analyzing the system under different conditions at the port where the extra element is connected as illustrated in Fig. 3.1.1 (Erickson and Maksimovic, 2001; Middlebrook, 1989).

Figure 3.1: The definition of the two driving point impedances $Z_N$ on the left and $Z_D$ on the right when the output is nulled and when the input is set to zero, respectively (Erickson and Maksimovic, 2001).

The impedance $Z_N$, illustrated by the system on the left side, is seen from the port when the output is nulled i.e. no current is flowing at the output. The second impedance $Z_D$ is obtained when the input is set to zero (Erickson and Maksimovic, 2001; Middlebrook, 1989). Based on these impedances, the EET is provided in (3.1) where $G_{old}(s)$ is initially known under the condition that the port is open-circuited and in (3.2) when the port is short-circuited. The right most term in both equations is the correction factor consisting of the extra element $Z(s)$ and the defined impedances.
If the correction factor equals unity, the original transfer function would remain unaltered. Therefore, to comply with this condition, the EET leads to impedance inequalities which guarantee that the extra impedance does not change the original transfer function. This theorem is applied in the input filter design considering the filter output impedance $Z_{o-s}$ as the extra element (Middlebrook, 1976, 1978). This provides a group of inequalities:

- $Z_{o-s}(s) \ll Z_{in}(s)$
- $Z_{o-s}(s) \ll Z_{N}(s)$
- $Z_{o-s}(s) \ll Z_{D}(s)$

which need to be complied with in order to avoid degrading the desirable system performance. The first inequality is obtained from the system minor-loop gain and it provides more than sufficient condition for stability. The other inequalities are obtained applying the extra element theorem and they guarantee unaltered loop gain (Erickson and Maksimovic, 2001). In addition, an independent inequality $Z_{o-s}(s) \ll Z_e(s)$, where $Z_e$ is the short-circuited input impedance seen from the input when the output is short-circuited, guarantees unaltered converter output impedance (Erickson and Maksimovic, 2001; Middlebrook, 1989). Circuit element-based expressions for these special theoretical impedances are given in (Choi et al., 2005; Erickson and Maksimovic, 2001) for basic converter topologies. However, these expressions require that the internal structure is known, and therefore, they are not applicable for the analysis of commercial converters.

The basis for general interactions formalism, valid for any converter independent of the applied control method and the internal structure, was established in (Hankaniemi et al., 2006b, 2005a; Suntio et al., 2006). The influence of the external source and load-side impedances on the internal transfer functions is assessed based on the two-port structure. This method enables to obtain general expressions for the source-side special impedances of (Middlebrook, 1976, 1978) based on internal transfer functions. It was identified, that a key dynamical feature contributing on these special parameters is audiosusceptibility $G_{io}$, which is dependent on the applied control method. By reducing it, the converter source invariance is increased (Hankaniemi et al., 2005a; Suntio et al., 2006, 2009).

Some control methods, such as peak-current-mode (PCM) control inherently provide increased input noise attenuation thus making the converter highly invariant to the source-side interactions (Karppanen et al., 2007b) whereas other traditional scheme, voltage-mode control (VM) or direct-duty-ratio (DDR), is known to
have low input noise attenuation (Erickson and Maksimovic, 2001; Hankaniem et al., 2006a). However, by applying input-voltage-feedforward (IVFF) to the VM-controlled converter the audiosusceptibility can be improved. In (Karppanen et al., 2007a), the dynamical characterization of this feedforward is presented and the resulting input noise attenuation is comparable to the PCM converter.

The adverse effects of the load impedance to the converter loop-gain are well known (Choi et al., 2002; Peng and Lehman, 2004). Based on the general interactions analysis, the open-loop output impedance $Z_{o-o}$ is identified as a critical parameter (Hankaniem et al., 2005a,b). Therefore, ideally zero open-loop output impedance would guarantee invariance to the load-side interactions. The output impedance of voltage-mode-controlled converter has a low magnitude at low frequencies and peaking at the converter resonant frequency. Thus the loop gain is the most sensitive in the vicinity of the resonant frequency. However, the loop-gain of the PCM-controlled converter is sensitive to the load impedance at low frequencies, where its $Z_{o-o}$ is high due to its current-source nature (Karppanen et al., 2007b). In order to reduce this sensitivity, output-current-feedforward (OCF) can be applied to the PCM-controlled converter and in (Karppanen et al., 2007b) the dynamical characterization of this converter is provided.

The dynamical characterization of the above-mentioned traditional control schemes and the feedforward arrangements is well known and reported (Hankaniem et al., 2005a,b; Karppanen et al., 2007a,b). However, this previously presented interactions formalism is incomplete, because the special impedance parameters characterizing the load effect on the converter input dynamics are missing even though they are vital for the understanding of the full interaction mechanism (Vesti et al., 2012, 2011, 2013a). Comprehensive comparison between the interactions sensitivity under these control schemes in terms of both source and load side interactions is missing and provided in (Vesti et al., 2013a). In this thesis, a complete set of the special parameters with their analytical expressions is given. It is also shown that this interactions formalism can be applied to system-level interactions assessment (Vesti et al., 2012, 2011) demonstrating that the source interactions sensitivity might be slightly increased due to the system interconnection.

### 3.2 Theoretical interactions formulation

As previously discussed, the applied control method affects on the dynamical features which contribute on the interactions sensitivity. To better assess the control influence, the converter dynamics is represented as a two-port model including the general control variable $\hat{c}$ as an input as illustrated in Fig. 3.2 and in (3.3). In case of open-loop equations, the control variable refers to the duty cycle $\hat{d}$ and for closed-loop it is the reference voltage $\hat{u}_{ref}$. The transfer functions $G_{co}$ and $G_{ci}$ are the control-to-output and control-to-input transfer functions utilized for the control design.

Figure 2
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The converter input and output dynamics are illustrated in Fig. 3.3 as a general control block-diagram under output-side-feedback and the corresponding closed-loop dynamics is provided in (3.4) (Suntio et al., 2006, 2010). From this representation, it can be clearly observed how the feedback alters the open-loop transfer functions and the stability is given by the loop-gain $L_{out}$ (3.5), where $G_{se}$ is the sensing gain, $G_a$ the modulator gain, $G_{cc}$ the controller transfer function and $G_{co}$ the control-to-output transfer function of the converter. This closed-loop dynamics is used in the following sections to facilitate the interpretation of the special parameters describing the interactions sensitivity.

$$L_{out} = G_{se}G_aG_{cc}G_{co}$$  \hspace{1cm} (3.5)

From this expression, two special transfer functions, ideal input admittance ($Y_{in-\infty}$) and ideal output-to-input transfer function ($T_{oi-\infty}$), are identified. They can be expressed according to the open-loop transfer functions as given in (3.6) and (3.7) respectively. However, in case input-current-feedback is applied, like in maximum-power-point tracking converters for photovoltaic applications, the resulting closed loop dynamics is different (Suntio et al., 2010).

$$Y_{in-\infty} = \frac{\dot{i}_{in}}{u_{in}}|_{i_{in}=0,\dot{u}_{in}=0} = Y_{in-o} - \frac{G_{io-o}G_{ci-o}}{G_{co-o}}$$  \hspace{1cm} (3.6)
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Figure 3.3: The output and input side dynamics of a closed-loop converter with an output voltage feedback.

\[
T_{oi-\infty} = \lim_{s \to -\infty} \frac{\hat{i}_{in}}{\hat{u}_o} = T_{oi-\infty} + \frac{Z_{o-0}G_{ci-0}}{G_{co-0}} \tag{3.7}
\]

3.2.1 Source-side special parameters

The influence of external impedance to the converter loop gain is assessed utilizing the open-loop transfer functions, i.e. considering the control variable as an input to the system. The source-affected dynamics is obtained as described in Chapter 2 including the source-impedance as a part of the system. The resulting dynamics is provided in (3.8) including control-signal related transfer functions. Detailed derivation of the equations is given in Appendix B. The stability is now given by the minor-loop gain \( Z_s Y_{in} \). From these equations, two special parameters influencing the control-to-output transfer function \( G_{co} \) and the output impedance \( Z_o \) can be identified:

- \( Y_{in-\infty} \), ideal input admittance (3.6)
- \( Y_{in-sco} \), input admittance at open-circuit output (3.9)

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_o
\end{bmatrix} =
\begin{bmatrix}
\frac{Y_{in}}{1+Z_s Y_{in}} & \frac{T_{si}}{1+Z_s Y_{in}} & \frac{G_{co}}{1+Z_s Y_{in}} \\
\frac{1}{1+Z_s Y_{in}} & \frac{-1}{1+Z_s Y_{in}} & \frac{-1}{1+Z_s Y_{in}}
\end{bmatrix}
\begin{bmatrix}
\hat{i}_{ins} \\
\hat{c} \\
\hat{u}_{ref}
\end{bmatrix} \tag{3.8}
\]

\[
Y_{in-sco} = \lim_{s \to -\infty} \frac{\hat{i}_{in}}{\hat{u}_{in}} = Y_{in} + \frac{G_{io} T_{oi}}{Z_o} \tag{3.9}
\]
3.2. Theoretical interactions formulation

$Y_{in-\infty}$ represents the input admittance measured from the converter input terminal assuming ideal feedback controller and it is obtained from the small-signal model by nulling the output voltage (Erickson and Maksimovic, 2001; Middlebrook, 1976). The extraction of this special impedance (3.6) from the two-port model under the condition: $\hat{u}_o = 0$ and $\hat{i}_o = 0$, is illustrated in Appendix C. According to the closed-loop dynamic representation (3.4), the $Y_{in-\infty}$ characterizes the ohmic property of the closed-loop input admittance $Y_{in-c}$ (3.10) at low frequencies where the corresponding feedback loop gain is high ($1 \ll L_{out}$) and the converter exhibits constant power behavior.

$$Y_{in-c} = \frac{Y_{in-o}}{1 + L_{out}} + \frac{L_{out}Y_{in-\infty}}{1 + L_{out}} \approx |Y_{in\infty}| \approx -\frac{I_{in}}{U_{in}}$$ (3.10)

The other input-side special impedance $Y_{in-sco}$ is obtained from the small-signal model, when the converter output is shorted (Erickson and Maksimovic, 2001; Middlebrook, 1976). The extraction of this parameter from the two-port model is illustrated in Appendix C under the condition: $\hat{u}_o = 0$ and $\hat{c} = 0$. The corresponding impedance $Z_{in-sco}$ is typically the lowest of the input-side impedances, especially at low frequency.

Both parameters are independent of the output-side feedback state referring that whether the internal transfer functions are obtained at open or closed-loop, the resulting parameter is the same as illustrated in Appendix C. However, $Y_{in-sco}$ is dependent on the operation mode (i.e. CCM/DCM) and the internal feedback/feedforward arrangements, because they influence on the converter dynamics as will be demonstrated in the following section.

3.2.2 Load-side special parameters

The load-affected dynamics is obtained as described in Chapter 2 including the load-admittance as a part of the system. The corresponding dynamics is given in (3.11) including the control transfer functions and where the stability is given by the minor-loop gain $Z_o Y_L$. Detailed extraction is provided in Appendix D. From these equations, two special parameters influencing the control-to-input transfer function ($G_{ci}$) and the input admittance ($Y_{in}$) can be identified:

- $Z_{o-\infty}$, ideal output impedance
- $Z_{o-oci}$, output impedance at open-circuit input

The ideal output impedance is given in (3.12) and $Z_{o-oci}$ is given in (3.13) for open-loop and in (3.14) for the closed-loop.

$$\begin{bmatrix} \hat{u}_{in} \\ \hat{u}_o \end{bmatrix} = \begin{bmatrix} 1 + Z_{o-oci} Y_L & T_{ci} \\ \frac{G_{ci}}{1 + Z_o Y_L} & \frac{1 + Z_{o-\infty} Y_L}{1 + Z_o Y_L} \end{bmatrix} \begin{bmatrix} \hat{u}_{in} \\ \hat{j}_o \\ \hat{u}_{ref} \end{bmatrix}$$ (3.11)
The open-circuit output impedance $Z_{o-oci}$ was provided in (Vesti et al., 2012, 2011, 2013a) and it completes the previously presented interactions formulation. It characterizes the influence of the load impedance to the input impedance and is obtained from the small-signal model under the condition of open circuited input. Its extraction from the two-port model when $\hat{c} = 0$ and $\hat{i}_in = 0$ is provided in Appendix E. It should be noted that this impedance depends on the state of the output-side feedback as illustrated in Appendix E. Therefore, it has different values at open (3.13) and closed-loop (3.14).

The ideal output impedance (3.12) refers to an impedance that is obtained under the condition that the input-current control is ideal ($\hat{i}_in = 0$) and it is independent of the state of the feedback as demonstrated in Appendix E. Its extraction from the two-port model under the condition: $\hat{u}_in = 0$ and $\hat{i}_in = 0$ is demonstrated in Appendix E. For a converter with input-side-feedback, $Z_{o-\infty}$ characterizes the closed-loop output impedance ($Z_{o-c}$) at the low frequencies where the corresponding feedback loop gain $L_{in}$ is high (3.15) and it represents the constant power behavior of the output terminal at low frequencies (Suntio et al., 2010).

$$Z_{o-c} = \frac{Z_{o-o}}{1 + L_{in}} + \frac{L_{in}}{1 + L_{in}} Z_{o-\infty} \approx |Z_{o-o}| \approx \frac{U_o}{I_o}$$

(3.15)

### 3.2.3 Main interactions formulation

Based on the presented source and load-affected dynamics, the main interaction formulations for a traditional output-side feedback controlled converter are collected in (3.16) - (3.19), where the superscripts S and L denote source and load affected transfer functions. These expressions are obtainable based on the EET, however, by applying the presented methodology the special impedance parameters are expressed explicitly based on the internal transfer functions.

$$L_{out}^S = \frac{1 + Z_S Y_{in-\infty}}{1 + Z_S Y_{in-o}} L_{out}$$

(3.16)

$$Z_{o}^S = \frac{1 + Z_S Y_{in-sco}}{1 + Z_S Y_{in-o}} Z_o$$

(3.17)
3.2. Theoretical interactions formulation

\[ L_{\text{out}}^L = \frac{L_{\text{out}}}{1 + Z_{0-o}Y_L} \]  
(3.18)

\[ Y_{\text{in}}^L = \frac{1 + Z_xo Y_L Y_{\text{in}}}{1 + Z_o Y_L} \]  
(3.19)

The influence of the load-side impedance on the loop-gain can be assessed based on (3.18) and to the input dynamics according to (3.19). The superscript \( x \) refers that the transfer functions can be either open or closed-loop. The original transfer functions in (3.16), (3.17), (3.19) remain unaffected by the source or load impedances if the numerator and denominator polynomials are equal thus canceling each other. In addition, to guarantee robust stability, the source or load-side minor-loop-gain based sensitivity function needs to comply with the conditions specified in Chapter 2.

For a source invariant converter all input-side admittances are the same. This occurs, if the audiosusceptibility \( G_{io} \) is small in (3.6) and (3.9). Thus the source-side interaction propagation between the input and output terminals is prevented, because the original input admittances remain unaltered by the external impedance. Otherwise the converter is sensitive to the interactions and the following conditions:

- \( Z_s Y_{in} \ll 1 \)
- \( Z_s Y_{in-\infty} \ll 1 \)
- \( Z_s Y_{in-sco} \ll 1 \)

need to be complied with. Guaranteeing these conditions, refers that the converter performance is not degraded due to the external source impedance. It should be noted that the output impedance of a converter with high input noise attenuation is not influenced by large peak in the source-side sensitivity function \( 1/(1+Z_s Y_{in}) \), because the input-side impedances cancel each other. However, the other internal transfer functions would be altered due to the peaking.

Correspondingly, for a load invariant converter all output-side impedances are the same. This occurs, if the audiosusceptibility \( G_{io} \) is small in (3.13) and (3.14). Thus the converter input dynamics remains unaltered by the load impedance. Otherwise the converter is sensitive to the interactions and the following conditions:

- \( Z_o Y_L \ll 1 \)
- \( Z_o^{x} Y_L \ll 1 \)

need to be complied with. This guarantees that the input impedance remains unaltered due to the load impedance interconnection. The loop-gain sensitivity
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(3.18) to the load impedance is determined by the shape of the open-loop output impedance magnitude. It is the most sensitive to load interactions at the frequencies where the open-loop output impedance has its highest value. Thus a converter with zero $Z_{o-o}$ and zero $G_{io}$ would be highly invariant to both source and load-impedances.

The presented equations form the basis for the overall interaction analysis. It should be noted that in the case of commercial converters, the interactions are assessable based on (3.17) and (3.19), because only four closed-loop transfer functions are measurable from the input and output terminals.

3.3 Control method influence on the interaction

This section discusses the traditional control methods and their influence on the dynamical features which make the converter sensitive to the interactions. Detailed control design and the derivation of the analytical models under each scheme are out of the scope of this thesis. The discussed control methods are briefly introduced so that their influence on the dynamics is clear. The dynamical characterization and detailed derivation of analytical state-space models for buck converter under these control methods are presented in (Hankaniemi et al., 2005a,b; Karppanen et al., 2007a,b) as well as the experimental validation of the models. In this section, these analytical models and their corresponding frequency response characterizations are utilized as a basis for the interactions analysis to fully explain and demonstrate the interaction phenomena. Analytical representations of the special parameters based on circuit parameters are extracted and validated experimentally.

3.3.1 Circuit-element-based interactions parameters

Based on the formulations presented in the previous section, the main dynamical features influencing the interaction sensitivity are the input noise attenuation $G_{io}$ and the open-loop output impedance $Z_{o-o}$. These features are dependent on the utilized feedback/feedforward arrangements. Therefore, to analyze the control method influence on the interactions sensitivity, explicit representation of the special parameters based on circuit elements is required. These parameters are not directly measurable and are difficult to obtain applying the extra-element theorem due to their complexity and implicit nature (Choi et al., 2005; Middlebrook, 1976).

The analytical expressions for the impedance parameters are obtained by:

- Applying state-space averaging and forming the circuit-element-based representation of the internal dynamics
- Solving the special parameters (3.6), (3.9), (3.12)-(3.14) using the obtained circuit-element-based representations for the transfer functions

The analytical models as well as the experimental validations presented in this chapter, are based on the same power stage shown in Fig. 3.4 illustrating the necessary feedback and feedforward arrangements for the VM, IVFF, PCM and OCF
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controlled converters. The converter operates in continuous conduction mode and the operating conditions are defined in the figure. The prototype consists of the following component values: \( L = 105 \mu \text{H}, \ r_L = 60 \text{m\Omega}, \ C = 316 \mu \text{F}, \ r_C = 33 \text{m\Omega}, \ r_{ds} = 0.2-0.4 \Omega, \ r_d = 55 \text{m\Omega} \) and \( R_{s1} = R_{s2} = 75 \text{m\Omega} \). The output-voltage loop gain for each control scheme is designed to have a crossover frequency approximately at 10kHz at 50V input.

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_o
\end{bmatrix} = \begin{bmatrix}
Y_{in-o} - F_{m}^{IF} q_i^{IF} G_{ci} & T_{oi-o} - F_{m}^{IF} G_{ci} \\
G_{io-o} - F_{m}^{IF} q_i^{IF} G_{co} & -Z_{o-o} - F_{m}^{IF} G_{co}
\end{bmatrix} \begin{bmatrix}
\hat{i}_{in} \\
\hat{i}_o \\
\hat{u}_{ref}
\end{bmatrix}
\]

(3.20)

From this dynamical representation, the condition for zero audiosusceptibility, \( G_{io-o}^{IF} \), can be derived as is given in (3.21).

\[
F_{m}^{IF} q_i^{IF} = \frac{G_{io-o}}{G_{co}}
\]

(3.21)

Figure 3.4: Buck converter with all the feedback and feedforward arrangements.

3.3.2 Source-side interactions formulation for VM and IVFF-control

The main objective for the input-voltage-feedforward (IVFF) is to ideally obtain zero audiosusceptibility, \( G_{io-o} \), and thus improving the source-side interactions sensitivity of VM-controlled converter. The IVFF influence on the VM-converter dynamics is given in (3.20) based on the control block diagram in Fig. 3.5, where the transfer functions inside the dashed line represent the open-loop VM-converter. The circuit-element based open-loop dynamics for the IVFF-controlled converter is provided in Appendix F, where the following gains utilized in this control are defined in detail:

- Input-voltage-feedforward gain \( q_i^{IF} \)
- Duty-ratio gain \( F_{m}^{IF} \)
In (Karppanen et al., 2007a) the IVFF is implemented by making the PWM-ramp directly proportional to the input voltage resulting to \( F_{m}^{IF} q_{i}^{IF} = D/U_{in} \). For a VM-controlled buck converter with input-voltage-feedforward, a zero \( G_{io-o}^{IF} \) refers that:

- All input-side impedances are equal
- The open-loop input impedance \( Y_{in-o}^{IF} \) in (3.20) becomes equal to (3.6) thus resembling negative incremental resistance even without the output voltage feedback.

\[
Z_{in-o} = \left. \frac{\hat{u}_{in}}{\hat{i}_{in}} \right|_{\hat{i}_{in}=0,\hat{u}_{in}=0} = -\frac{U_{E}}{I_{in}} \approx -\frac{U_{in}}{I_{in}} \quad (3.22)
\]

\[
Z_{in-sco}^{VM} = \left. \frac{\hat{u}_{in}}{\hat{i}_{in}} \right|_{\hat{i}_{in}=0,\hat{u}_{in}=0} = \frac{r_{E} + sL}{D^{2}} \quad (3.23)
\]
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\[ Z^{IF}_{in-sco} = \frac{\hat{u}_{in}}{i_{in}}|_{\epsilon=0, \dot{u}_o=0} = \frac{r_E + sL}{D(D - F^{IF}_m q^{IF}_t U_E) - F^{IF}_m q^{IF}_t I_o(r_E + sL)} \]  \hspace{1cm} (3.24)

As previously discussed, if the feedforward is designed so that \( F^{IF}_m q^{IF}_t = D/U_{in} \) from (3.24) it can be observed that the \( Z^{IF}_{in-sco} \) equals the ideal input impedance (3.22). However, in practice the feedforward is impossible to design so that the audio-susceptibility is completely nullified, and therefore, the \( Z^{IF}_{in-sco} \) does not perfectly match the other input-side impedances. Nevertheless, it can be stated that \( Z^{VM}_{in-sco} \ll Z^{IF}_{in-sco} \) yielding reduced interactions sensitivity as a comparison to the VM-controlled converter.

The source-side stability is analyzed based on the closed-loop input impedance, which represents the negative incremental resistance behavior. However, instability might occur even if the converter is operating at open-loop in the following cases:

- Open-loop buck converter with a fixed duty is supplying another regulated converter, which behaves as a constant power load
- IVFF is applied to the open-loop buck converter

The load impedance influence to the open-loop input impedance (3.25) is extracted based on the load-affected dynamics in (3.11) and the circuit-element-based representation in Appendix F. The resulting load-affected input impedance is given in (3.26), where \( R_L \) represents the ohmic property of the load impedance which can be a conventional resistance or negative incremental input resistance of a regulated downstream converter. Therefore, if the open-loop buck converter is supplying another regulated converter the low-frequency phase of the input impedance can start at \(-180^\circ\) and as a consequence the converter might become unstable.

\[ Z_{in-o} = \frac{s^2LC + s(r_E + r_C)C + 1}{sD^2C} \]  \hspace{1cm} (3.25)

\[ Z^{L}_{in-o} = \frac{R_L s^2LC + s((r_E + r_C)C + L/R_L) + 1}{1 + sR_L C} \]  \hspace{1cm} (3.26)

As previously discussed, the input-voltage-feedforward makes \( Z_{in-o} \) equal the ideal input impedance in (3.22). Therefore, the negative-incremental-resistance property of the IVFF-controlled converter input terminal makes it prone to instability even at open loop. Both of these converters can be used as a bus converter in distributed systems without applying the output-voltage feedback. The open-loop converter operates with a fixed duty ratio whereas the IVFF converter improves the rejection of input voltage variations. Therefore, the stability analysis should not be neglected even if the converter is operating at open-loop due to the system interactions.
3.3.3 Source-side interactions formulation for PCM and OCF-control

The peak-current-mode-control is well-known and it provides inherent input voltage disturbance rejection due to the introduced compensation ramp (Erickson and Maksimovic, 2001). Therefore, close to zero audiosusceptibility can be obtained. The circuit-element based open-loop dynamics for the PCM-controlled converter is provided in Appendix G, where the following gains utilized in this control are defined in detail:

- Duty-ratio gain $F_{m}^{PCM}$
- Inductor-current feedback gain $q_{c}^{PCM}$
- Input-voltage-feedback gain $q_{i}^{PCM}$

As previously mentioned, the PCM-controlled converter has high open-loop output impedance, which can be reduced by introducing output-current-feedback. Thus, the loop-gain sensitivity to the load impedance is decreased. This OCF-scheme is illustrated by the control block diagram in Fig. 3.6 based on the PCM dynamics. The dynamical model of the OCF-controlled converter is derived from the PCM-controlled converter and given in (3.27). It can be observed that only $Z_{o-o}$ and $T_{oi-o}$ are influenced by the output current feedforward. The circuit-element based open-loop dynamics of the OCF-control is given in Appendix G.

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_{o}
\end{bmatrix} =
\begin{bmatrix}
Y_{in-o} & T_{oi-o} + R_{s2}H_{i}G_{a}G_{ci} \\
G_{io-o} & -(Z_{o-o} - R_{s2}H_{i}G_{a}G_{ci}) \end{bmatrix}
\begin{bmatrix}
\hat{u}_{in} \\
\hat{u}_{ref}
\end{bmatrix}
\]  

(3.27)
3.3. Control method influence on the interaction

Based on this dynamical representation, a condition for zero $Z_{o-o}^{OCF}$ is obtained. The required output-current-feedforward gain is given in (3.28), where the inductor current sensing gain $G_a$ for the PCM-controlled converter is $1/R_s$. Therefore, close to zero $Z_{o-o}^{OCF}$ can be achieved under the following conditions (Karppanen et al., 2007b):

- Unity gain output current feedforward ($H_i=1$)
- Equivalent current sensing resistors ($R_s$ for $i_L = R_s$ for $i_o$)

$$H_i = \frac{1}{R_s G_a} \frac{Z_{o-o}}{G_{co}}$$  \hspace{1cm} (3.28)

In (Karppanen et al., 2007b) the $H_i=1$ is chosen due to simple implementation and it is also shown that the mismatch of the two sensing resistors $R_s$ adversely influences the $Z_{o-o}^{OCF}$ with the objective of obtaining zero output impedance. Based on the dynamical models of the PCM and OCF-controlled converters provided in Appendix G, the source-side special parameters are extracted according to the interactions formulation. The ideal input impedance is the same as defined in (3.22) for all control methods. The input short-circuit impedance for the PCM is given in (3.29) and for the OCF in (3.30). The equivalent parameters $U_E$ and $r_E$ include the influence of the circuit parasitics and are defined in Appendix F.

$$Z_{in-sco}^{PCM} = \frac{r_E + F_m^{PCM} q_i^{PCM} U_E + sL}{D(D - F_m^{PCM} q_i^{PCM} U_E) - F_m^{PCM} q_i^{PCM} I_o(r_E + U_E F_m^{PCM} q_i^{PCM} + sL)}$$  \hspace{1cm} (3.29)

$$Z_{in-sco}^{OCF} = \frac{r_E + sL}{D(D - F_m^{PCM} q_i^{PCM} U_E) - F_m^{PCM} q_i^{PCM} I_o(r_E + sL)}$$  \hspace{1cm} (3.30)

The audiosusceptibility is nullified in PCM control by the design of the compensation ramp. This refers that the term $D - F_m^{PCM} q_i^{PCM} U_E$ in (3.29) and (3.30) equals zero. As a consequence, both $Z_{in-sco}$'s are the same as the ideal input impedance (3.22) referring reduced source-side interactions sensitivity.

3.3.4 Load-side interactions formulation

The load-side special transfer functions are obtained for each control method applying the circuit-element based dynamical representations according to the interactions formulas (3.12)-(3.14). The ideal output impedance is given in (3.31) and it is obtained under the condition that the input-current feedback control is ideal. It characterizes constant power behavior at the output terminal under input-side feedback and is the same for every applied control method.
For the VM-controlled converter, the open-circuit output impedance $Z_{o-oci}^o$ is defined in (3.32). It corresponds to the impedance of the output capacitor whereas the open-loop output impedance of the VM-controlled converter is the impedance of the power stage output filter as defined in Appendix F. The closed-loop $Z_{o-oci}^c$ cannot be explicitly given based on the circuit elements due to its dependence on the state of feedback. However, it can be computed according to (3.33) based on the short-circuit input admittance, closed-loop input admittance and closed-loop output impedance for VM-controlled converter.

$$Z_{o-∞} = \left. \frac{\dot{u}_o}{i_o} \right|_{i_{in}=0, \dot{u}_{in}=0} = \frac{1}{LC} \frac{sL + (DU_{in}/I_o) + r_L + r_d)(1 + sr_cC)}{s^2 + s(r_L + r_d + r_c + (DU_{in}/I_o))/L + 1/LC} = \frac{U_o}{I_o} (s = 0)$$  \hspace{1cm} (3.31)

$$Z_{o-oci}^o = \left. \frac{\dot{u}_o}{i_o} \right|_{i_{in}=0, \dot{u}_{in}=0} = \frac{1 + sr_cC}{sC}$$  \hspace{1cm} (3.32)

$$Z_{o-oci}^c = \left. \frac{\dot{u}_o}{i_o} \right|_{i_{in}=0, \dot{u}_{in}=0} = \frac{Z_{o-c}}{Y_{in-c}} Y_{in-sco}$$  \hspace{1cm} (3.33)

For the other control methods, the open and the closed-loop open-circuit output impedance $Z_{o-oci}$ cannot be symbolically given based on the circuit elements due to their dependence on the state of the feedback. Therefore, these impedances can be most conveniently computed based on (3.33) using the defined closed-loop transfer functions and (3.34) where the internal transfer functions are obtained at open-loop.

$$Z_{o-oci}^o = \frac{Z_{o-o}}{Y_{in-o}} Y_{in-sco}$$  \hspace{1cm} (3.34)

As previously discussed, the IVFF, PCM and OCF all possess high input noise attenuation, which causes all the defined input-side impedances to be approximately the same. In the load-side interactions analysis this refers that in (3.33) and (3.34) the input admittances cancel each other. Therefore, the $Z_{o-oci}$ corresponds to the open-loop or closed-loop output impedance, respectively, implying to reduced load-side interactions sensitivity.

### 3.3.5 Experimental interconnected system

Experimental validation of the presented overall interaction analysis is provided based on an interconnected prototype system shown in Fig. 3.7, where the dc-dc converter is the prototype buck converter from Fig. 3.4 under different control schemes. The source-side interactions are assessed by designing a simple input filter so that the stability is guaranteed according to Middlebook’s criterion. However, in order to better illustrate the interactions sensitivity, the robustness is slightly
reduced by design. Thus the resulting component values are: \( L_F = 500 \mu \text{H}, \) \( r_{LF} = 0.2 \Omega \) and \( C_F = 200 \mu \text{F}, \) \( r_{CF} = 45 \text{m}\Omega \). Correspondingly, the load-side interactions are assessed connecting an impedance load at the converter output terminal that emulates the behavior of a cascaded input filter of a downstream converter with the following parameter values: \( L_L = 230 \mu \text{H}, \) \( r_{LL} = 0.1 \Omega \), and \( C_L = 440 \mu \text{F}, \) \( r_{CL} = 10 \text{m}\Omega \).

![Figure 3.7: Interconnected prototype system to demonstrate the source and load impedance interactions sensitivity.](image)

All measurements are obtained at the operating point with the lowest input voltage, 20V and full output power of 25W to maximize the source-side interactions. Based on the theoretical analysis, the most fundamental feature contributing on both source- and load-side interactions is the input noise attenuation. The measured audiosusceptibility \( G_{io-o} \) for each control method is shown in Fig. 3.8, where it can be observed that:

- VM-controlled converter has the worst \( G_{io-o} \) with a high peak at the resonant frequency
- IVFF improves the \( G_{io-o} \) of the VM converter, but the resonant behavior still causes reduction of the attenuation
- PCM and PCM-OCF inherently provide small \( G_{io-o} \)

The analytical circuit-element-based formulations are compared with the computed special parameters based on the measurements for the VM-controlled converter. Fig. 3.9 illustrates the computed input-side special impedances \( Y_{in-\infty} \) (3.22) and \( Y_{in-sco} \) (3.23) (solid lines) and the analytical ones (dashed lines). It can be observed that the analytical formulations do not provide perfect matching at the high frequencies, where the circuit parasitics begin to affect. Nevertheless, they give satisfactory results within the frequency range of interest. The ideal input impedance \( Z_{in-\infty} \) is the same for all control methods, but the input short-circuit impedance \( Z_{in-sco} \) varies depending on the applied control.
Figure 3.8: Measured open-loop audiosusceptibilities at the input voltage of 20V.

Figure 3.9: Computed and analytical special input-side impedances $Z_{in-\infty}$ and $Z_{in-sco}$ for VM-controlled converter, where the solid line refers to the computed and dashed line to analytical.

3.3.6 Experimental source-side analysis for VM and IVFF-controlled converter

The theoretical interaction analysis methodology is validated by analyzing the measured open and closed-loop input impedances as well as computed $Z_{in-sco}$ and the filter output impedance. These impedances are shown in Fig. 3.10 for the VM-controlled converter together with the filter output impedance $Z_s$. The $Z_{in-sco}$ is the lowest of the input impedances due to high $G_{io-o}$ and low $Z_{o-o}$ at low frequencies which contribute to this special parameter according to (3.9). From the figure it can be observed that:
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- The filter output impedance \( Z_s \) intersects with the open-loop input impedance \( Z_{in-o} \) thus referring that the output-voltage loop gain (3.16) is affected
- \( Z_s \) intersects with the input short-circuit impedance \( Z_{in-sco} \) referring that the output impedance (3.17) is affected
- Slightly reduced gain margin for the minor-loop gain \( Z_sY_{in-c} \) refers peaking in the corresponding sensitivity function

![Figure 3.10: Measured input-side impedances of the VM-controlled buck converter with the input filter output impedance \( Z_s \).](image)

The measured VM-converter output impedances, with (dashed line) and without (solid line) the input filter, are shown in Fig. 3.11 for open and closed-loop. The behavior of the measured source-affected output impedances is explained based on the previously discussed interactions phenomena:

- The peaking in \( Z_{o-o} \) (3.17) is consequence of the filter output impedance \( Z_s \) and the converter input-short circuit impedance \( Z_{in-sco} \) intersection
- The dipping in \( Z_{o-o} \) is caused by the intersection of the filter output impedance \( Z_s \) and the converter open-loop input impedance \( Z_{in-o} \)
- The peaking in the closed-loop output impedance, \( Z_{o-c} \), is due to the intersection of \( Z_s \) and \( Z_{in-sco} \), together with peaking in the sensitivity function \( 1/(1+Z_sY_{in-c}) \)

Based on the measured source-affected open and closed-loop output impedances, it can be observed that due to the intersection of the filter output impedance \( Z_s \) and the converter short-circuit input impedance \( Z_{in-sco} \), both \( Z_{o-o} \) and \( Z_{o-c} \) are affected. Therefore, it can be validated that the special parameter \( Z_{in-sco} \) is independent of the state of the feedback as previously discussed. In addition, it should be noted
Figure 3.11: Measured output impedances of the VM-controlled converter (solid lines: unaffected impedances without the filter, dashed line: the source-affected impedances with the filter).

that the peaking in the closed-loop output impedance is clearly higher than in the open-loop output impedance due to the peaking in the minor-loop \( (Z_sY_{in-c}) \)-based sensitivity function.

The measured input impedances of the IVFF-controlled converter are shown in Fig. 3.12 with the filter output impedance \( Z_s \). It can be observed that not all input impedances are exactly equal as they would be if the audiosusceptibility is perfectly nullified. However, none of the impedances is intersecting with the \( Z_s \) and the condition \( Z_s \leq Z_{in-sco} \) is complied with. Therefore, the converter output impedance remains unaltered by the addition of the input filter. It is clearly seen that the IVFF improves the interactions sensitivity of the VM-controlled converter. Additionally, it can be observed that the \( Z_{in}^{IF} \) exhibits negative-incremental-resistance property due to the applied feedforward as discussed earlier.

### 3.3.7 Experimental source-side analysis for PCM- and OCF-controlled converter

The output-current-feedforward affects only on \( Z_o \) and \( T_{oi} \), and therefore, the open and closed-loop input impedances are the same for PCM and PCM-OCF controlled converters. However, the special parameter, \( Y_{in-sco} = Y_{in-o} + G_{io-o}T_{oi-o}/Z_{o-o} \), is influenced by this feedforward. It should be noted that in addition to small \( G_{io-o} \), the \( Z_{o-o} \) should be large enough in order to have all the input side admittances equal.

The measured and computed input impedances are shown in Fig. 3.13, where it can be observed that:

- For PCM all the input-side impedances are essentially equal explaining the
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Figure 3.12: Measured input-side impedances of the IVFF-controlled buck converter with the input filter output impedance.

invariance to the source-side interactions

- $Z_{OCF}^{\text{in}}$ is reduced due to lower $Z_{OCF}^{\text{in}}$ as a comparison to the PCM converter and thus making it more sensitive to the input filter interactions

Even if the inductor-current-loop compensation is impossible to be designed so that the audiosusceptibility is perfectly nullified, $Z_{\text{PCM}}^{\text{in-SCO}}$ is not similarly affected as in the case of IVFF $Z_{\text{IF}}^{\text{in-SCO}}$. This is due to higher open-loop output impedance as a comparison to input-voltage or output-current-feedforward controlled converters. From Fig. 3.13, minor intersection can be observed between the filter output impedance, $Z_{s}$, and input short-circuit impedance $Z_{OCF}^{\text{in}}$ of the OCF controlled converter, and therefore, its output impedances would be slightly affected.

The measured open and closed-loop output impedances for the OCF converter are shown in Fig. 3.14. The dotted lines are the original open and closed-loop output impedances without the input filter whereas the solid and dashed lines are the original open and closed-loop output impedances. It can be observed that for both measured $Z_{o}$ with the input filter, the resonant peaking is the same. This peaking is due to the intersection of $Z_{\text{in-SCO}}^{\text{OCF}}$ and the filter output impedance implying that the peaking in the sensitivity function is not influencing the OCF converter in a similar way than the VM-converter. Nevertheless, the resonant behavior at the output impedance is so insignificant that it does not affect the load-transient performance.

3.3.8 Experimental load-side interactions analysis for VM-controlled converter

The load-side interactions sensitivity is assessed based on the computed special parameters ($Z_{o-\infty}, Z_{o-\text{oci}}, Z_{o-\text{oc3}}$). These impedances are shown in Fig. 3.15 for the
Figure 3.13: Measured input impedances of the PCM and PCM-OCF-controlled converters with the input filter output impedance.

- Open-loop $Z_{o-oct}$ is the impedance of the output capacitor (3.32)
- $Z_{o-\infty}$ has a property of a resistance at low frequency depicting constant-power nature
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- The load impedance $Z_L$ intersects with all output-side impedances except the $Z_{o-c}$

The overlapping of the $Z_L$ and the open-loop output impedance indicates that the loop-gain is altered (3.18), whereas the intersection of the $Z_L$ and the open and closed-loop $Z_{o-oci}$ indicates that the converter input impedance is influenced (3.19). The load-affected input impedances are shown in Fig. 3.16 with the filter output impedance, $Z_o$. It is clearly seen that both impedances are affected by the resonant load as a comparison to Fig. 3.10.

Figure 3.15: Output impedances of the VM-controlled converter and the input impedance of the cascaded series resonant LC-circuit, $Z_L$.

Figure 3.16: Measured load-affected input impedances of the VM-controlled converter with the input filter output impedance.
3.3.9 Simultaneous source and load-side interactions analysis for VM-controlled converter

Simultaneous source and load-side interactions can make the VM-controlled converter close to instability. If the input filter is connected to the load-affected converter, from Fig. 3.16 it can be observed that load-affected \( Z_{in-c} \) is close to intersect with the filter output impedance as a comparison to Fig. 3.10 thus indicating reduced robustness. The stability of this interconnected system is assessed based on source and load-side minor-loop gains:

- Source-side minor-loop gain (\( ML^S_{LC} \)) formed between the load-affected input impedance and \( Z_s \)
- Load-side minor-loop gain (\( ML^L_{LC} \)) based on the source-affected output impedance and \( Z_L \)

These minor-loop gains are shown in Fig. 3.17 as Nyquist plots, where the subscript 'LC' means that both of the resonant circuits affect the converter simultaneously. The input-side minor-loop gain contains 40 data points/decade and the output side contains only 20 data points/decade reducing the resolution of the Nyquist plot information. Nevertheless, from these plots it can be observed that both minor-loop gains equally indicate that the system is stable. However, the robustness information is different because the source-side sensitivity function describes the filter influences on the converter dynamics and correspondingly the load side sensitivity function illustrates the load influence.

![Figure 3.17: Measured source and load-side minor-loop gains, where the subscript 'LC' refers that both of the resonant circuits affect the converter simultaneously.](image)

The simultaneous influence of the source and load-impedances on the converter dynamics is best observed in time domain by applying a load step. The output voltage response is shown in Fig. 3.18, where the plot a) represents the original
3.3. Control method influence on the interaction response and b) is the response with the filter. These two plots have the same time scaling. However, in order to better observe the performance degradation different time-scale is used in c) and d), where c)corresponds to plot b) and d) is obtained including both, the filter and the resonant load. Based on these output-voltage responses at different combinations of the source and load-side impedances it can be observed that:

- The initial dip in the output voltage remains unaltered despite the changes in the output impedance
- Settling time is influenced by the addition of the input filter, due to the resonance occurring within the control bandwidth of the source-affected $Z_{o-c}$ in Fig. 3.11
- Simultaneous effect of the source and load impedances results in prolonged decaying oscillation Fig. 3.18 d)

![Figure 3.18](image)

Figure 3.18: The measured output-voltage responses to the load change from 0.2A to 2.5A (250mA/µs) at different combinations of the source and load-side impedances.

3.3.10 Experimental load-side analysis for converters with high input noise attenuation

For IVFF, PCM, and PCM-OCF controlled converters, the input noise attenuation is high, as discussed previously and shown in Fig. 3.8. For the load-side interactions this refers that:

- All input impedances are essentially equal and, according to (3.33) and (3.34), they cancel each other
The special load-side parameters $Z_{o-oci}$ and $Z_{c-oci}$ correspond to the open and closed loop output impedances, respectively.

The measured open and closed-loop output impedances as well as the special load-side parameters $Z_{o-oci}$ and $Z_{c-oci}$ are shown in Fig. 3.19 for the IVFF-controlled converter. It can be observed that $Z_{o-oci}$ and $Z_{c-oci}$ are essentially same than the open and closed-loop output impedances. The output-side impedances of the PCM and PCM-OCF converter behave in the same way as for the IVFF converter, shown in Fig. 3.19 due to low $G_{io-o}$. Therefore, it can be concluded that a converter with high input noise attenuation prevents also the load impedance from interacting with the input impedance.

\[ \text{Figure 3.19: Measured open- (dotted line) and closed- loop output impedances (solid line) for the IVFF converter.} \]

3.3.11 Interactions characterization of commercial converters

In case the internal converter structure and the control method are known, the interactions sensitivity can be assessed based on circuit-element-based equations. However, for commercial converters only four closed-loop transfer functions are measurable, based on which the special parameters $Z_{in-sco}$ and $Z_{o-oci}$ characterizing the interactions sensitivity, can be computed.

These special parameters are extracted for two commercial power modules M3 (Tracopower, 2009) and M2 (TexasInstruments, 2000). The measurements were performed at 12V input for both converters with the output current of 1A for M3 and 1.5A for M2. The input-side impedances $Z_{in-e}$ and $Z_{in-sco}$ as well as the output-side impedances $Z_{o-c}$ and $Z_{o-oci}$ are shown for both converters in Fig. 3.20 and Fig. 3.21. Based on these plotted special parameters, it can be observed that:

- For M3, both the input and the output-side impedances are equal
For M2, both source and load-side special parameters indicate increased interactions sensitivity. Therefore, without knowing the internal structure or the applied control method, it can be concluded that the second converter M2 is more sensitive to the source and load-side interactions.

Figure 3.20: The measured input-side impedances and computed \( Z_{in-sco} \)'s of the commercial M3 and M2 modules.

Figure 3.21: The measured output-side impedances and computed \( Z_{ooci} \)'s of the M3 and M2 modules.
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3.4 System-level interactions

This section focuses on system-level interactions analysis based on commercial converters. The coupling methods are assessed in this thesis for a system structure of input-parallel-connected converters with a common input filter using system-level interactions formulation presented in (Vesti et al., 2012, 2011). The constructed model introduces cross-coupling mechanisms which may deteriorate the system performance.

The distributed system is typically divided into smaller and manageable subsystems, which are analyzed individually. In this section, a subsystem consisting of two converters sharing an input filter, illustrated in Fig. 3.22, is analyzed. First, the theoretical formulation is extracted utilizing the two-port modeling approach for obtaining the special parameters to characterize the interactions within the system. It is shown that several mechanisms, possibly leading to deteriorated load-transient behavior or even instability, exist within the system. It depends on the converter dynamics whether the interactions couple through the system. Finally, an experimental system is used to validate the presented theoretical analysis.

![Figure 3.22: Input-parallel connected system structure.](image)

3.4.1 Dynamical system model

The dynamical model of the system is obtained by representing the dc-dc converters as their closed-loop two-port model and the input filter by its output impedance denoted as $Z_s$ for the theoretical analysis. The resulting system structure is shown in Fig. 3.23. The dashed line corresponds to the internal dynamics of the input-parallel connected converters given in (3.35) while the source and both loads are assumed ideal. From the internal dynamic representation the following observations can be made:

- The additional terms $G_{cr1}$ and $G_{cr2}$ illustrate the cross-coupling mechanism
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between the converters due to the common source impedance and they equal zero when the source is ideal (3.35)

- The system input current is the sum of the converter input currents
- The input admittance is the sum of the converter input admittances

In this system analysis, no parasitics due to the system interconnection are considered thus only one interface exists to assess the source-side robustness of the converters.

\[
\begin{bmatrix}
\hat{i}_m \\
\hat{u}_{o_1} \\
\hat{u}_{o_2}
\end{bmatrix}
= 
\begin{bmatrix}
Y_{in} & T_{o_1} & T_{o_2} \\
G_{io_1} & -Z_{o_1} & G_{cr_1} = 0 \\
G_{io_2} & G_{cr_2} = 0 & -Z_{o_2}
\end{bmatrix}
\begin{bmatrix}
\hat{u}_{in} \\
\hat{i}_{o_1} \\
\hat{i}_{o_2}
\end{bmatrix}
\] (3.35)

The source and load impedance influence to the system dynamics is analyzed in a similar way as for an individual converter. The source-affected system-level dynamics is given in (3.36) and the detailed derivation is provided in Appendix H. The special parameters describing the source-side interactions, \(Y_{in-sco1}^s\) and \(Y_{in-sco2}^s\) for both converters are defined in (3.37) and (3.38) where the subscript 's' denotes source-affected.

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_{o_1} \\
\hat{u}_{o_2}
\end{bmatrix}
= 
\begin{bmatrix}
\frac{Y_{in}}{1+Z_{o_1}Y_{in}} & \frac{T_{o_1}}{1+Z_{o_1}Y_{in}} & \frac{T_{o_2}}{1+Z_{o_1}Y_{in}} \\
\frac{G_{io_1}}{1+Z_{o_1}Y_{in}} & \frac{-Z_{o_1}}{1+Z_{o_1}Y_{in}} & \frac{G_{cr_1} = 0}{1+Z_{o_1}Y_{in}} \\
\frac{G_{io_2}}{1+Z_{o_1}Y_{in}} & \frac{-Z_{o_1}}{1+Z_{o_1}Y_{in}} & \frac{-Z_{o_2}}{1+Z_{o_1}Y_{in}}
\end{bmatrix}
\begin{bmatrix}
\hat{u}_{ins} \\
\hat{i}_{o_1} \\
\hat{i}_{o_2}
\end{bmatrix}
\] (3.36)
\[
\begin{align*}
Y_{in-sco1}^S &= \frac{\hat{i}_{in}}{u_{in}} \bigg|_{i_{o1}=0, i_{o2}=0} = Y_{in-sco1} + Y_{in2} \quad (3.37) \\
Y_{in-sco2}^S &= \frac{\hat{i}_{in}}{u_{in}} \bigg|_{i_{o1}=0, i_{o2}=0} = Y_{in-sco2} + Y_{in1} \quad (3.38)
\end{align*}
\]

The original \(Y_{in-sco1}\) and \(Y_{in-sco2}\) are obtained individually according to (3.9). From these source-affected formulas, (3.37) and (3.38), it can be observed that the magnitude of the corresponding source-affected \(Z_{in-sco}^S\) would be lower than the individual \(Z_{in-sco}\) and thus the source-side interactions sensitivity is slightly increased.

The load affected system dynamics is obtained in a similar way as for an individual converter. However, due to the system structure the load impedance influences the overall system input impedance. Due to the input filter, the transfer functions are source-affected and the influence of the load \(Y_{L1}\) at the Converter 1 output to the system, is given in (3.39) and derived in detail in Appendix I. The special parameter describing the load-side interactions sensitivity of the Converter 1 is given in (3.40).

\[
\begin{bmatrix}
\hat{\gamma}_{in} \\
\hat{u}_{o1} \\
\hat{u}_{o2}
\end{bmatrix} =
\begin{bmatrix}
\frac{1 + \frac{Z_{L1} G_{to1}^S}{1 + Z_{L1} G_{to1}^S}}{Y_{L1}^S} + Y_{in2} \\
\frac{1 + \frac{Z_{L1} G_{to1}^S}{1 + Z_{L1} G_{to1}^S}}{1 + \frac{Z_{L1} G_{to1}^S}{1 + Z_{L1} G_{to1}^S}} \frac{1 + \frac{Z_{L1} G_{to1}^S}{1 + Z_{L1} G_{to1}^S}}{1 + \frac{Z_{L1} G_{to1}^S}{1 + Z_{L1} G_{to1}^S}} + Y_{in1} \\
\frac{G_{to2}^S}{1 + \frac{Z_{L1} G_{to2}^S}{1 + Z_{L1} G_{to2}^S}} \left( -Z_{o2}^S Y_{L1} G_{to1}^S G_{to2}^S + \frac{G_{to2}^S T_{o1}^S}{Y_{o1}^S} \right)
\end{bmatrix}
\begin{bmatrix}
\hat{u}_{ins} \\
\hat{j}_{o1} \\
\hat{i}_{o2}
\end{bmatrix}
\]

\[
Z_{0-oct1} = \frac{\hat{u}_{o1}}{l_{o1}} \bigg|_{\hat{u}_{ins}=0, \hat{i}_{o2}=0} = Z_{o1}^S + \frac{G_{to2}^S T_{o1}^S}{Y_{o1}^S} \quad (3.40)
\]

This system-level representation considers the combined effects of the source and load impedances. It can be observed that the transient response could be significantly influenced depending on the design of the input filter and the type of the load impedance. Due to cross-coupling, the output impedance \(Z_{o-2}\) might be altered by the load impedance at the Converter 1 output. Correspondingly, the effect of the load \(Y_{L2}\) at the output of Converter 2 is obtained in a similar way and derived in Appendix I.

### 3.4.2 Practical system characterization

As discussed in the previous section, control methods such as PCM control with high input noise attenuation, would also reduce the cross-coupling within the system and as a consequence operate as a dynamic buffer (Vesti et al., 2011). However, as shown earlier, the VM-controlled converter is sensitive to both source and load-side interactions due to its poor input noise attenuation. Therefore, in order to demonstrate the coupling method within the system, the converters utilized to form the described system structure are both VM-controlled. The first converter is a commercial power module PMB 8518T (EricssonPowerModules, 2011) with the switching
frequency of 300kHz and the second converter is a designed DSP-controlled buck converter treated as a commercial converter with switching frequency of 100kHz.

The system input filter is designed so that the Middlebrook’s criterion for stability is met. The corresponding component values for this single stage filter are: \( L_F = 200\mu H \) and \( C_F = 470\mu F \) and the measured output impedance is denoted as \( Z_o \). The load-side interactions are assessed by connecting an LC resonant circuit: \( L_{LC} = 28\mu H \), \( C_{LC} = 3mF \), at the output terminal of a converter. This resonant load emulates the input filter of a downstream-connected converter and the measured input impedance is denoted as \( Z_{in-LC} \). The first step in the system interactions sensitivity analysis is to characterize both converters by measuring the four closed-loop transfer functions at the following operating point:

- PMB: \( U_{in} = 12V \), \( I_o = 5A \) and \( U_o = 3.3V \)
- DSP: \( U_{in} = 12V \), \( I_o = 1A \) and \( U_o = 5V \)

As discussed previously, high input noise attenuation is the most decisive dynamical feature of a converter contributing on the interactions sensitivity. The measured \( G_{io} \)’s from both converters are shown in Fig. 3.24. It can be observed that the PMB converter has higher input noise attenuation at the relevant frequencies from 100Hz to 10kHz thus indicating reduced sensitive to the impedance-based interactions as a comparison with the DSP converter.

![Figure 3.24: The measured audiosusceptibility Gio of both converters.](image.png)

**3.4.3 Interactions sensitivity to external impedances**

The interactions sensitivity is assessed by computing the special parameters based on the measurements according to the presented system-level formulation. Buck converters require a discrete input capacitor at the input terminal for proper operation and typically these capacitors are small for the point-of-load converters.
However, the converters utilized for this analysis have relatively large input capacitors (DSP: 147\(\mu\)F, PMB: 28\(\mu\)F) and they influence on the input impedance measurements. Their effect can be removed by measuring the input impedance while the converter is inoperable obtaining the capacitor frequency response and thus the original input impedances can be extracted. The effect of the input capacitors is then added to the filter output impedance, slightly reducing the resonant frequency of the filter.

**Source-side sensitivity**

The sensitivity to the filter interactions of both converters within the described system structure is assessed based on the source-affected \(Z_{in-sco}^S\) according to (3.37). The computed original and source-affected special parameters are shown in Fig. 3.25 and Fig. 3.26 for the PMB and DSP converters, respectively, together with the measured input impedances and the filter output impedance. The solid line in both figures is the source-affected input short-circuit impedance, the dashed line is the original input short-circuit impedance and the dotted line is the closed-loop input impedance. It can be observed that for both converters the magnitude of \(Z_{in-sco}^S\) is lower than original \(Z_{in-sco}\) thus slightly increasing the source-side interactions sensitivity. DSP \(Z_{in-sco}^S\) is overlapping with the filter output impedance thus implying that the DSP converter output impedance would be affected by the system.

![Figure 3.25: The measured input impedance \(Z_{in-PMB}\) (dotted line), source-affected short-circuit input impedance \(Z_{in-sco-PMB}^S\) (solid line), original \(Z_{in-sco-PMB}\) (dashed line) and the filter output impedance \(Z_o\).](image)

**Load-side sensitivity**

The load impedance influence to the converter input dynamics is first assessed individually and then on the system-level. The computed open-circuit output impedance (3.40) and the measured output impedance for both converters are shown in Fig. 3.27 and Fig. 3.28 for PMB and DSP converters, respectively, together with
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Figure 3.26: The measured input impedance $Z_{in-DSP}$ (dotted line), source-affected short-circuit input impedance $Z_{in-sco-DSP}^s$ (solid line), original $Z_{in-sco-DSP}$ (dashed line) and the filter output impedance $Z_o$.

the input impedance of the LC resonant circuit. From these figures, it can be observed that:

- The PMB converter is clearly less sensitive to the load impedance and its $Z_{in}$ remains unaltered
- DSP $Z_{o-sco}$ intersects with the load impedance referring to altered input dynamics

3.4.4 System dynamics

The conclusions drawn based on the converter characterization and the theoretical formulations are validated by assessing the overall system performance. The converter performance in the described system might be degraded due to the altered internal dynamics or through the cross-coupling mechanism. In this subsection they are both assessed.

Based on the prior analysis, the DSP converter output as well as the input impedances are influenced by the external impedances whereas the PMB converter dynamics remains unaltered. The DSP converter $Z_o$ is measured while the input filter is connected and the load is a current source. The measured original (solid line) and source-affected (dashed line) output impedances are shown in Fig. 3.29, thus verifying the conclusion from the prior source-side interactions sensitivity analysis. This refers that the load transient performance might be slightly influenced by the altered $Z_o$.

Correspondingly, the load impedance influence on the system input impedance can be observed from Fig. 3.30, where the following impedances are shown:
Figure 3.27: The measured output impedance (solid line) and computed open-circuit output impedance (dashed line) of the PMB converter vs. the resonant load impedance (dotted line).

Figure 3.28: The measured output impedance (solid line) and computed open-circuit output impedance (dashed line) of the DSP converter vs. the resonant load impedance (dotted line).

- Original system input impedance (solid line)
- $Z_{in}$ when the resonant load is connected at the PMB converter output (dashed line, PMB-LC)
- $Z_{in}$ when the resonant load is connected at the DSP converter output (dash dotted line, DSP-LC)
- Filter output impedance $Z_{o-LC}$ (dotted line)
As predicted, the resonant load has insignificant impact on the input impedance while connected at the output of the PMB converter. However, due to the intersection of the DSP open-circuit output impedance $Z_{o-oci-DSP}$ and the load impedance $Z_{in-LC}$, the system input voltage is clearly altered when the load is connected at the output of the DSP converter. Nevertheless, as it can be observed from Fig. 3.30 the altered input impedance is not overlapping with the output impedance $Z_{o-LC}$ of the filter guaranteeing sufficient margin for stability. Therefore, the system stability is not endangered.
3.4.5 Cross-coupling within the system

In addition to the dynamical changes in the internal transfer functions, the system performance could be degraded due to cross-coupling through the common input impedance. In order to better illustrate this cross-coupling mechanism, only the source-affected system is considered and both loads are assumed as ideal current sources.

According to the source-affected system-level formulation (3.39), the output voltage of the DSP converter can be expressed as (3.41).

\[
\hat{u}_{o-DSP} = \frac{G_{lo}^{DSP}}{1 + Z_s Y_{in}} \hat{u}_{ins} - \frac{G_{lo}^{DSP} T_{PMB} Z_{s-PMB}}{1 + Z_s Y_{in}} i_o^{PMB} - \frac{1 + Z_s Y_{s-DSP}^{in-co}}{1 + Z_s Y_{in}} Z_o^{DSP} i_o^{DSP} \quad (3.41)
\]

From this output voltage expression, it can be observed that the DSP output voltage might be affected due to:

- Peaking in the minor-loop gain based sensitivity function, formed between the output impedance of the filter denoted as \(Z_s\) in the theoretical analysis and the input admittance \(Y_{in}\) of the overall system

- Intersection between the filter output impedance \(Z_s\) and the source-affected input short-circuit impedance \(Z_{s-DSP}^{in-co}\)

- Changes in the PMB converter output current \(i_o^{PMB}\) if the cross-coupling impedance \((G_{lo}^{DSP} T_{PMB} Z_{s})/(1+Z_s Y_{in})\) is large

The cross-coupling impedance, shown in Fig. 3.31, is measured by introducing a perturbation in the PMB load current and measuring the output voltage of the DSP converter. It can be seen that this impedance is small in magnitude but contains a resonance at the filter resonant frequency. Therefore, the output voltage of the DSP converter might slightly affected while a load transient is applied at the PMB converter output.

The system cross-coupling phenomena is best observed in time-domain while introducing a load step at the output of the PMB converter. The output voltages of both converters to this load step are illustrated in Fig. 3.32 while the input filter is connected at the system input. It can be observed that the output voltage of the DSP converter is deviated due to this transient applied to the PMB converter as a comparison to the original response, shown in Fig. 3.33, which is obtained with ideal source impedance. Thus, the conclusions based on the theoretical analysis are confirmed. The cross-coupling can be critical especially within systems where one converter is supplying a pulsating load and the other converter feeds a sensitive load that requires extremely stable supply voltage.

3.5 Conclusion

This chapter provided a complete set of impedance-type special parameters characterizing both, the source and the load-side interactions. It was demonstrated that
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The interaction sensitivity of a dc-dc converter can be fully explained and analyzed based on the presented formulas. The given formulation can be utilized equally for predicted analytic transfer functions or measured frequency responses in case of commercial converters. The special impedance parameters consisting of internal transfer functions, are not directly measurable and need to be computed based on the measured frequency responses. Thus it was stated that the proper analysis of the detailed interactions needs to be performed based on Bode plots.
This chapter demonstrated that the control method has significant impact on the converter interaction sensitivity. It was also stated that:

- VM-controlled converter is the most sensitive to both source and load-side interactions due to its internal resonant behavior and low input-noise attenuation.

- IVFF and PCM-OCF converters are slightly more sensitive to the source interactions than the PCM-controlled converter due to small open-loop output impedance which reduces the short-circuit-input impedance.

- Due to simultaneous influence of the source and the load-impedances, even open-loop buck converter might become unstable.

- Under simultaneous interactions, the input and output-side minor-loop gains equally predict the stability of the converter but provide different robustness information.

The origin for the observed reduction in the source-side interactions for a converter with high input noise attenuation was explained from the fact that all the input-side impedances are the same. Furthermore, this results also reduced load impedance sensitivity, referring that the high peak in the source-side sensitivity function would not cause resonant peaking in the output impedance, even though all other internal transfer functions would be affected.

In addition, it was demonstrated that various mechanisms for system-level interactions exist. The dynamic representation was extracted for a system structure with input-parallel connected converters sharing an input filter. It was stated that an
individual converter within the described system is more prone to source-side interactions due to the lower magnitude of the short-circuit-input impedance parameter characterizing the interactions. An experimental system was used to validate the theoretical analysis.
Architecture Comparison in Terms of Stability

The main contribution of this chapter is to propose performance metrics to state overall small-signal stability of a given distributed system. The objective is to express the stability with a single number and to provide a measure for the whole system enabling comparisons between various power-architecture solutions. Moreover, the objective is to present a simplified method to systematically analyze the overall system stability in order to integrate it into an existing power system architecture optimization methodology.

In the previous chapters, this thesis concentrated to assess the stability of a single interface between two components. Now the objective is to state the small-signal stability of the overall system. In Chapter 2, the presented concept of maximum peak criteria was employed to describe the robust stability at each system interface providing the least conservative stability margins. However, a distributed system consists of various components and interfaces. In order to compare different architecture solutions, a single parameter providing an overall measure of the whole system stability is required. The purpose is to provide a meaningful parameter for system comparisons: the best system in terms of robust stability is the one that minimizes the index.

In this chapter, the existing design and optimization tool for distributed power systems is first briefly introduced. Thereafter, the selection of the proper performance metrics to describe the overall system stability is discussed. Finally experimental system architectures are compared in terms of small-signal stability based on the selected stability index.

4.1 Introduction

Optimized size, cost and high efficiency as well as fast time-to-market are general design objectives for distributed systems. Therefore, the utilized components are typically commercial and the amount of available dc-dc converters from various
manufacturers is large. The selection of proper components and their connections to form the system architecture is a complex task and the amount of possible architectural solutions for certain specification can be excessive. To facilitate this problem a tool to design and optimize power distribution systems in terms of size, cost and efficiency based on complex optimization algorithms was developed in (Laguna et al., 2010, 2009).

The optimization process requires converter models applicable to commercial converters, which are independent of the internal structure. In (Oliver et al., 2009, 2006) a behavioral model for commercial dc-dc converter is presented based on hybrid Wiener-Hammerstein structure considering the power stage and its control as well as event driven behavior. This model is shown in Fig. 4.1, where the static part of the Wiener-Hammerstein structure describes the basic power processing ability and the dynamic input and output blocks consider the large signal behavior such as the initial inrush current and the transient response.

The logic system includes the event driven behavior due to control signals and protection features. This behavioral model can be generated according to the parameters obtained from the converter datasheet or based on measurements and it can be implemented by a circuit simulator utilizing hardware description language (Prieto et al., 2009). These models enable system-level simulations regarding the large-signal behavior including different protection features as well as startup behavior (Oliver et al., 2008; Prieto et al., 2009; Vesti et al., 2010).

Figure 4.1: Behavioral dc-dc converter model based on hybrid Wiener-Hammerstein structure (Oliver et al., 2009).

The optimization methodology analyzes large number of different design options, and therefore, extremely simple models are required. By considering only the static properties of the behavioral dc-dc converter model (Oliver et al., 2009) the requirements are considerably reduced and the converter model can be described as simple equations allowing the calculation of energy efficiency, size and cost (Laguna et al., 2010, 2009). In order to generate the architectural solutions, the following static parameters for the system are required:
4.2 Measure of the whole system small-signal stability

In this section, the selection of the most appropriate index to state the overall system stability consisting of commercial converters is presented. For any system, the small-signal stability is a fundamental condition to comply with and it provides information whether two standalone stable subsystems can be cascaded without degrading the system performance or stability. In order to systematically assess the whole system stability, the assumed simplifications for the system-level modeling are first discussed, and thereafter, different methods to combine the stability information to a meaningful number are presented.

4.2.1 Simplified system-level analysis

The optimization methodology provides various architectural solutions according to the given specifications and the selected dc-dc converters. Already for a simple system with two loads, different design options exists as illustrated in Fig. 4.2. The load requirements for the system are typically static and no detailed information of the load impedance is available. Therefore, the loads are merely assumed as ideal current sources with certain requirements for the voltage and power ratings.

In order to assess the overall small-signal stability, the following simplifications are assumed within the system:

- Components are characterized by their input and output impedances
- No parasitic or other coupling impedances within the system are considered
- Loads are assumed as ideal current sources
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The system components considered in the stability analysis are input filters and dc-dc converters which are sufficient to be modeled by their input and output impedances. These impedances are directly measurable in the frequency domain or they can be identified according to the time-domain measurements (Oliver et al., 2009, 2006; Valdivia et al., 2009, 2010). Alternatively, in case the internal structure is known, the analytical expressions for the impedances can be applied as discussed in Chapter 3.

Based on the identified impedances, the stability at each system interface can be stated based on the minor-loop gain according to the Nyquist criterion as discussed in Chapter 2. Traditionally forbidden regions, out of which the minor-loop gain has to stay, provide certain minimum gain and phase margins. By applying the presented MPC-criteria, the robustness of stability at each interface is obtained as a single number. Thereafter, the stability information at every interface can be combined to one overall index as will be discussed in the following section.

The objective is to provide information whether the selected components can be connected to form a system according to the defined specifications, guaranteeing stability and unaltered performance. Parasitic and other coupling impedances might degrade the system performance and in case detailed interactions are desired to be considered, the analysis can be performed as presented in Chapter 3.

4.2.2 Appropriate stability index

In this section, the most appropriate method to combine the provided stability information, i.e. the maximum peak value of the sensitivity function, at every
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interface to a meaningful number is discussed. Different options are evaluated based on an example system consisting of four converters with their respective input filters as illustrated in Fig. 4.3 emphasizing the interfaces where the stability is assessed by denoting them as $M_s$. The stability information at nominal operating point for this architecture is defined at each interface as:

- $M_{s1} : 1.4 \ (3\text{dB})$
- $M_{s2} : 1.2 \ (1.7\text{dB})$
- $M_{s3} : 1.4 \ (3\text{dB})$
- $M_{s4} : 1.1 \ (0.8\text{dB})$

![Figure 4.3: Example architecture consisting of filters and dc-dc converters emphasizing the interfaces $M_{s1}$ to $M_{s4}$, where the stability is assessed.](image)

Different norms are typically utilized to provide a measure of the overall size of a vector, matrix, signal, or system and the most generally used norm is the Euclidean norm given in (4.1) (Skogestad and Postlethwaite, 2001). In control theory, the norms are applied in the controller synthesis, with the overall design objective of minimizing the utilized norm. For the purpose of optimized controller design, the most frequently used norm is the infinity-norm in (4.2) (Skogestad and Postlethwaite, 2001).

\[
\| x \|_2 = \sqrt{|x_1|^2 + |x_2|^2 + \cdots + |x_n|^2} \quad (4.1)
\]

\[
\| x \|_\infty = |x|_{\max} \quad (4.2)
\]
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The Euclidean norm corresponds to the square root of the sum of all singular squared values, whereas the infinity norm detects the largest singular value. The application of these norms to the example system provides the following values as for the overall stability index:

- $\| x \|_2 : 2.56$
- $\| x \|_\infty : 1.4$

The Euclidean norm considers the stability information at every system interface. However, the obtained number itself is not descriptive of the overall stability and is required to be scaled in order to provide a meaningful number. For the simplicity of the analysis, it is not desirable to select an additional weighting function for the scaling, and therefore, this norm is not considered appropriate. The infinity norm provides information only regarding the system interface with the largest peak value while ignoring the rest of the stability information and thus it does not characterize the overall system stability.

Because the objective is to describe the whole system stability, central tendency of all peak values provides more meaningful number. This can be obtained by applying different averages such as arithmetic (A.M.) (4.3), geometric (G.M.) (4.4) and harmonic (H.M.) (4.5) means (Zwillinger, 1995). For the example system, they result the following stability index values:

- A.M.: 1.28
- G.M.: 1.27
- H.M.: 1.26

\[
A.M. = \frac{x_1 + x_2 + \cdots + x_n}{n} \quad (4.3)
\]

\[
G.M. = \sqrt[n]{x_1 x_2 \cdots x_n} \quad (4.4)
\]

\[
H.M. = \frac{n}{\frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_n}} \quad (4.5)
\]

Each applied mean provides a similar value to characterize the system stability and they could be all applied to represent the overall stability. However, the Arithmetic mean is sensitive to large anomalies within the set of values and would be influenced by a single large peak value. Therefore, it would not necessarily provide the most representative index for the overall system stability. The other averages
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dampen the effect of very high or low values thus characterizing better the typical peak values of the interfaces.

The geometric mean (4.4) of the absolute peaking values can be also obtained according to (4.6) as the Arithmetic average of the peaking values expressed in dB (Zwillinger, 1995).

$$\log(G.M.) = \frac{\log x_1 + \log x_2 + \cdots + \log x_n}{n}$$

(4.6)

Any of the described averages could be chosen as the stability index. However, the G.M. provides a convenient and straightforward method, because either the absolute values (4.4) or dB values (4.6) of the $S_{max}$ can be utilized, and therefore, it is chosen. The selected stability metrics represents the average maximum peak value of the whole system providing corresponding gain and phase margins which can be obtained as discussed in Chapter 2. Therefore, different architectural structures can be compared and the best system in terms of robust stability is the one that minimizes the index.

4.2.3 Overall robustness

The geometric mean provides a number to characterize the average robustness of the specific system architecture and it does not consider the influence of very large individual peak value. Therefore, this index is not able to detect a single high peak value which might degrade the performance in one system interface. For instance, if the operating condition of the example system changes so that the $M_{s1} = 1.1$ and $M_{s3} = 2$, the following can be observed:

- The obtained stability index provides similar results under nominal (1.27) and altered (1.3) operating points
- The maximum peak value under first condition is 1.4 (3dB) and under second condition 2 (6dB)

Even though the provided stability index is similar for both operating conditions, the robustness information in one interface varies significantly. For the nominal operating point, every interface provides good margins for stability with the maximum value of 1.4 (3 dB) but under the second operating condition, the interface $M_{s3}$ with the value of 2 (6dB) is close to violate the margins for robustness. Therefore, in order to comprehensively describe the overall robust stability of the system, additionally the infinity norm (4.2) is applied to detect the weakest point in the system.

4.3 Practical architecture comparison

In order to perform practical system comparisons based on the selected stability index, three state-of-the-art converters from different manufacturers are utilized
to form different architectures based on given system requirements. The stability at each interface is assessed based on measured impedances, and thereafter, by applying the specified stability index the architectures can be compared in terms of robust stability. Finally, the advantages and limitations of the proposed stability analysis methodology are discussed.

4.3.1 System architectures

The specifications for the architecture are shown in Fig. 4.4 where the loads are assumed as ideal current sources showing the required voltage levels and maximum power ratings. The selected commercial converters utilized to generate the architectural solutions of Fig. 4.4 are:

- PT78ST100 Texas Instruments (TexasInstruments, 2000) \((U_{in}: 9-38V, U_o: 5V, P_{max}: 7.5W)\). Module: M2
- TSR-1 Traco Power (Tracopower, 2009) \((U_{in}: 4.75-36V, U_o: 3.3V, P_{max}: 3.3W)\). Module: M3
- LM2853 National Semiconductor (NationalSemiconductor, 2006) \((U_{in}: 5.5-3.3V, U_o: 3.3V, P_{max}: 9.9W)\). Module: M4

Figure 4.4: Source and load specifications for the system architecture.

According to the given specifications, three different architectural solutions, denoted as Architecture 1, 2 and 3 in the further analysis, are formed using these commercial converters. Additionally, each architectural solution contains a single stage input filter as illustrated in Fig. 4.5 with the following component values:

- F1 \((L = 200\mu H, ESR_L = 60m\Omega, C = 260\mu F, ESR_C = 100m\Omega)\)
- F2 \((L = 260\mu H, ESR_L = 160m\Omega, C = 260\mu F, ESR_C = 100m\Omega)\)
- F3 \((L = 120\mu H, ESR_L = 160m\Omega, C = 300\mu F, ESR_C = 100m\Omega)\)
These input filters are designed guaranteeing the stability but ignoring the attenuation features. The main aim for the filter is to obtain certain output impedance and thus provide different values for the sensitivity function in order to better compare the architectures. The obtained architectural structures including the filters are shown in Figs. 4.6, 4.7 and 4.8, where the utilized converters are referred as Module 2/3/4 and the filters as Filter 1/2/3. The interfaces where the stability is defined are emphasized and numbered as $M_{s1}, M_{s2}$ and $M_{s3}$.

Figure 4.6: Architectural structure 1 consisting of an input filter and six commercial converters emphasizing the interfaces where the small-signal stability is assessed.

### 4.3.2 Comparison in terms of stability

The first step in the robustness analysis is to characterize the utilized commercial converters. Frequency response measurements were performed to obtain the information of the converter input and output impedances according to the defined system operating conditions. This implies that the same module might be required to be characterized at various operating points depending on the specifications. For instance, in order to correctly predict the robust stability at every interface of the Architecture 3, the module M3 (Tracopower, 2009) is required to be measured at three required operating points. This is illustrated in Fig. 4.9 where the measured
input impedances at different operating conditions $Z_{in\rightarrow load1}$ ($U_{in}: 5V, I_0: 0.5A$), $Z_{in\rightarrow load2}$ ($U_{in}: 5V, I_0: 1A$) and $Z_{in\rightarrow load3}$ ($U_{in}: 12V, I_0: 0.5A$) are shown.

Based on the obtained measurement data, the minor-loop gains are formed separately at every specified interface for each architectural solution. The resulting minor-loop gains are shown in Fig. 4.10 on the complex plane, where the MPC-region is defined for a maximum peak value of 6dB. It can be observed that each interface is stable and that the robust stability is guaranteed. The corresponding minor-loop gain based sensitivity functions are computed and presented in Fig. 4.11 for each architecture.
4.3. Practical architecture comparison

Figure 4.9: The measured input impedances $Z_{in\_load1}$, $Z_{in\_load2}$, $Z_{in\_load3}$ of the commercial module M3 at the operating points $U_{in}$: 5V, $I_o$: 0.5A, $U_{in}$: 5V, $I_o$: 1A and $U_{in}$: 12V, $I_o$: 0.5A, respectively for architecture 3.

Figure 4.10: Computed minor-loop gains at every interface of the different architectural structures.

From the minor-loop gains on the complex plane in Fig. 4.10, it can be visually observed that the minor-loop gains of the Architecture 3 have the largest minimum distance between the point (-1.0), and consequently, the smallest peaking values of the corresponding sensitivity functions which can be observed from Fig. 4.11. Furthermore, it can be seen that Architecture 1 has the smallest distance between the critical point (-1.0) and the minor-loop gain, $ML_1$, and therefore, the largest peak in the sensitivity function. This same robustness information at each system interface can be also represented numerically as provided in Table 4.1 together with the selected performance metrics.
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Figure 4.11: Computed sensitivity functions at every interface for all of the architecture solutions.

Table 4.1: Computed maximum peak values and stability indices.

<table>
<thead>
<tr>
<th>Interface</th>
<th>Architecture 1</th>
<th>Architecture 2</th>
<th>Architecture 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{s1}$</td>
<td>1.75 (4.87dB)</td>
<td>1.49 (3.44dB)</td>
<td>1.14 (1.29dB)</td>
</tr>
<tr>
<td>$M_{s2}$</td>
<td>1.12 (1.01dB)</td>
<td>1.16 (1.28dB)</td>
<td>1.1 (0.86dB)</td>
</tr>
<tr>
<td>$M_{s3}$</td>
<td>1.16 (1.28dB)</td>
<td>1.16 (1.28dB)</td>
<td></td>
</tr>
<tr>
<td>G.M.</td>
<td>1.31</td>
<td>1.28</td>
<td>1.13</td>
</tr>
<tr>
<td>$x_\infty$</td>
<td>1.75</td>
<td>1.49</td>
<td>1.16</td>
</tr>
</tbody>
</table>

The selected stability index provides another parameter, based on which different architectural solutions can be compared. Finally, the most appropriate architecture can be selected based on the application requirements. The results based on the example systems can be summarized as:

- Architecture 3 provides the best overall robustness of stability as well as the smallest worst case interface peak value
- Architecture 2 provides the smallest number of components and thus the smallest area with good margins for robust stability

The system robustness is operating-point dependent, and therefore, the stability index needs to be defined at certain operating condition. However, by characterizing the converters under different conditions, the stability index can be provided for each system at various operating points.

The limitation of this linear analysis method is that the system large-signal stability is not considered. Therefore, the presented analysis provides a necessary, but not sufficient condition for the global system stability. To guarantee the large-signal stability, additional time-domain simulations are required. They can be performed
as discussed in (Vesti et al., 2010) based on the behavioral models including different system features.

4.4 Conclusions

In this chapter, a systematic and simplified methodology to assess the robust stability of an overall system was presented. It was based on applying the MPC-criteria, presented in this thesis, to obtain the least conservative margin for stability as a single number at every interface. By applying geometric mean, the stability information at each interface can be combined to a single figure of merit that provides a measure of the system stability. This index characterizes the overall system stability allowing architectural comparisons: the best system in terms of robust stability is the one that minimizes this value. Prior to the robustness analysis, the state of the stability needs to be defined at each interface applying the Nyquist criteria. Moreover, the infinity norm is used to identify the weakest point of the system in terms of robustness. The utilized small-signal stability assessment method is linear, and therefore, operating-point dependent implying that each component needs to be characterized at a specific operating condition.

The presented methodology allows stating the overall system stability as a single number thus enabling its integration as a part of the optimization tool. This provides simple and systematic method to assess the system small-signal stability in a short time. The practical comparison of different experimental systems consisting of few components was demonstrated based on the chosen index. Nevertheless, this method is applicable for more complex systems containing large number of components. This methodology provides a necessary but not sufficient condition for the global system stability. Therefore, additional time-domain simulations are required to validate the large-signal behavior.
This chapter presents the final conclusions, discussing first the main objectives and research questions set for the thesis. Thereafter, the findings in each chapter are summarized presenting the main contributions as well as the applicability and limitations of the results. Finally, future research topics are introduced.

5.1 Final conclusions

The main purpose of this thesis was to present methodologies to facilitate the overall design and dynamical analysis of dc-distributed systems. These systems typically consist of various interconnected commercial converters from different manufacturers and introduce unknown dynamics to the system. The dc-dc converters are standalone stable with certain specified performance but the component interconnection to form the system architecture creates unintentional couplings that might degrade the system performance. Therefore, the aim of this thesis was to answer to the following research questions:

- How to guarantee robust stability?
- How to define the dynamics and performance of a dc-distributed system without knowing the inner properties of the utilized converters?
- How to systematically assess the small-signal stability of a distributed system and compare different architectures in terms of stability?

Traditionally, the small-signal stability analysis of distributed systems is assessed based on the minor-loop gain, formed between the source output and load input impedances. The results are then typically given as a forbidden region out of which the minor-loop gain has to stay thus providing certain minimum gain and phase margins for the stability. In this thesis, the minor-loop gain was also utilized to state the system stability applying the Nyquist criterion. In order to provide the least conservative stability margins, a concept of maximum peak criteria was
applied. This concept is well-known in control engineering and in Chapter 2 it was applied to the distributed systems to analyze the robustness of the stability. Based on this concept, a circular forbidden region was defined on the complex plane. Similar circle-like forbidden region had been used previously but without providing its origin and application limitations.

For the small-signal stability assessment, presented in Chapter 2, it was sufficient to characterize the system components by their input and output impedances. However, the detailed impedance-based interactions within the system depend on the internal converter dynamics. The source-side interactions analysis was established in the 1970’s using the extra element theorem. However, applying this theorem the parameters describing the interactions sensitivity are not easily extractable for commercial converters. Therefore, in this thesis, the interactions were assessed using two-port structure to model the converter dynamics as was described in Chapter 3. Special parameters consisting of the internal transfer functions were extracted to describe the converter interaction sensitivity to the source and the load impedances. These internal transfer functions and thus the interaction sensitivity depend on the applied feedback and feedforward arrangements. In Chapter 3, the interaction dependence on the control method was presented obtaining detailed analytical expressions of the special parameters using existing dynamical equations for VM and PCM controls with input voltage and output current-feedforward, respectively. Furthermore, detailed theoretical formulation was provided to assess the system-level interactions due to cross-couplings.

Chapter 2 described the stability of the interconnection of two components whereas Chapter 4 concentrated to analyze the stability of the whole system consisting of various interconnections. Typically, the selection of proper commercial components from various manufacturers and their interconnections to form the distributed system architecture is a complex task with the objectives of small size, reduced cost, and high efficiency. This problem had been addressed previously by introducing a methodology to obtain optimized architectural solutions. However, the methodology is based on simplified behavioral converter models which ignore the stability. Therefore, the fourth chapter focused on assessing the robust stability of an overall system in a way that different systems could be compared. The stability at each interface was obtained applying the MPC concept introduced in Chapter 2. A geometric mean was chosen to combine the stability information to a meaningful index to characterize the average robustness of stability of the overall system. In addition, infinity norm was applied to detect the weakest interface of the system in terms of robustness.

Based on the findings within these chapters, the main contributions of this thesis were concluded as:

- It was shown that based on four internal transfer functions, the stability and performance of a system consisting of commercial or custom design modules can be predicted and analyzed.

- A methodology to obtain the least conservative stability margins as a single number guaranteeing robustness was introduced and it was shown theoreti-
cally and experimentally that using this method the robustness of stability is interface dependent. Therefore, to correctly predict the robustness, the minor-loop gain is to be determined at the very input or output of the converter.

- A stability index to characterize the overall system robustness was proposed

Complete description and methodology to analyze the impedance-based interactions were provided. The source and load-side interaction sensitivity was explicitly shown to be assessable through specific transfer functions consisting of certain circuit elements. This methodology can be applied by using the frequency measurement data, time-domain identified transfer functions or analytical equations. The validity of this method was experimentally proven. It was shown that the converter transient response, in addition to the controller, might be influenced by the interactions within the system. The presented theoretical formulations can be translated into practical design rules and thus the behavior of a commercial converter within the interconnected system can be predicted.

This thesis demonstrated that the output impedance of a converter with high input-noise attenuation remains unaltered under the source interactions even though other internal transfer functions are affected. Therefore, these converters are less sensitive to the impedance based interactions. A formulation to assess system-level interactions was provided for an input parallel connected system introducing the cross-coupling mechanism. In addition, it was shown theoretically and experimentally that the special parameter characterizing the source-side interactions of a converter is altered due to the system connection as a comparison to the individual converter.

As shown in this thesis, the MPC method enables to predict the degradation in the internal dynamics and thus in the performance providing more information than any other stability assessment method. Therefore, other methods might lead rejecting a valid design solution or overdimensioned filters and extra capacitors without improving the performance due to more conservative stability margins. In addition, the robustness of the MPC concept is definable according to the system requirements and throughout this thesis, the maximum peak value of 2 (6dB) was utilized. It was also shown that the overall system small-signal stability can be stated applying the MPC concept to obtain the stability margins as a single number in each interface and combining this information by applying geometric mean. In addition to the average robust stability index, infinity norm was used to identify the worst case interface with the peak of sensitivity function. As a result by using these performance metrics, different power architectures can be compared in terms of robust stability.

The main limitation of the presented analysis methodology is that it is operating point-dependent, and therefore, the converters need to be characterized in different conditions. The worst-case condition for the interactions occurs when the source has the largest output impedance and the load has the lowest input impedance. In addition, the presented analysis methodology does not guarantee global system stability, and therefore, additional time-domain simulations are required to verify
the large-signal stability. Moreover, in the presented analysis the converter was always assumed to be standalone stable within the normal operating mode without considering any protection features influencing the converter dynamics.

In the practical frequency domain characterization of commercial converters, it should be noted that the source and load impedances should be close to ideal to avoid any coupling with the measured internal transfer functions. Moreover, occasionally commercial modules might employ a discrete filter thus preventing the measurement of the direct input impedance for the robustness analysis. Nevertheless, the manufacturer specifies certain performance for the module and the stability is always assessable based on the minor-loop gain. In this thesis, the utilized input filters were designed in order to obtain certain output impedance value for the purpose of demonstrating the proposed analysis methodology. Therefore, no attenuation effects or any optimization in terms of size or performance are considered. The stability analysis considered only cascaded converters and a subsystem structure of input-parallel-connected converters with common source impedance.

Lastly, as final conclusion it can be stated that:

- Small-signal stability is a necessary condition for the system to comply with.
- The dc-dc converter should be characterized prior to the system integration as the discrete components used in dc-dc converters are characterized prior to the actual implementation.
- Frequency domain provides vital information for the system design.

Based on the analysis, instead of trial and error, it can be stated whether the converters can be cascaded or not, without degrading the performance. The possible performance degradation due to the interactions is typically observed in time-domain even though the origin of the problem can be only traced in the frequency domain.

5.2 Future research topics

Distributed systems typically consist of various components and for detailed analysis they are often divided into smaller subsystems. In this thesis, the interactions coupling is assessed only for input-parallel-connected converters, which share an input filter. In addition, in the presented analysis the converter is always considered in the normal operating region without any protections. Therefore, possible future research topic would be to identify different subsystem structures within a distributed system, e.g. parallel or series connected dc-dc converters, and to obtain dynamical description of these subsystems and assess the interaction couplings in more detail. Also the influence of additional features of the converter, such as remote sensing or overcurrent protection to the converter dynamics could be analyzed.

The dynamical profiles and interaction sensitivity of traditional control methods with certain feedforward arrangements have been addressed in this thesis. However,
various other control methods exist, whose dynamical influence on the dc-dc converters are unknown, such as $V^2I_c$ and other ripple based schemes or sliding mode control. Therefore, a potential future research topic is to dynamically characterize dc-dc converters applying other control methods and assess the interaction sensitivity.

The stability index to state robust stability of a distributed system was introduced in this thesis based on the maximum peak criteria. In addition, it would be of interest to extract proper metrics to state the overall system performance referring to the system ability to supply all loads according to their transient specifications. Typically the load requirements concern time-domain transient response to a certain load change. Each converter is characterized for the stability analysis and thus their output impedance is known. Therefore, potential future research topic would be to identify the relationship between the frequency-domain information and time-domain with the objective of providing an overall index for the system performance.
In this thesis, the required parameters for the two-port model for commercial converters are obtained based on the frequency domain measurements. All measurements are performed using Venable Industries’ frequency response analyzer model 3120 with an impedance measurement kit. The measurement setup is shown in Fig. A.1.

Figure A.1: Utilized measurement setup for the frequency domain measurements.
Source-affected dynamics

The converter two-port model is shown in Fig. B.1. The source and load are assumed ideal and the internal dynamics are emphasized with dashed lines and provided in (B.1).

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_o
\end{bmatrix} =
\begin{bmatrix}
Y_{in} & T_{oi} & G_{ci} \\
G_{io} & -Z_o & G_{co}
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{in} \\
\dot{i}_{so} \\
\dot{c}
\end{bmatrix}
\]  
(B.1)

The influence of the source impedance to the converter dynamics is assessed by representing the input voltage as given in (B.2). This representation is replaced to the internal dynamics in (B.3), resulting the input dynamics of (B.4) and after (B.5) the output dynamics is expressed as (B.7).

\[
\dot{u}_{in} = \dot{u}_{ins} - Z_{in}\dot{i}_{in}
\]  
(B.2)

Figure B.1: Two-port model including the control variable.
\[\hat{v}_{in} = Y_{in}(\hat{u}_{ins} - Z_s \hat{s}_{in}) + T_{oi} \hat{i}_o + G_{ci} \hat{c}\] 

\[\hat{v}_o = G_{io}(\hat{u}_{ins} - Z_s \hat{s}_{in}) - Z_o \hat{i}_o + G_{co} \hat{c}\]  

\[\hat{s}_{in} = \left(\frac{Y_{in}}{1 + Z_s Y_{in}}\right) \hat{u}_{ins} + \left(\frac{T_{oi}}{1 + Z_s Y_{in}}\right) \hat{i}_o + \left(\frac{G_{ci}}{1 + Z_s Y_{in}}\right) \hat{c}\]  

\[\hat{i}_o = \left(\frac{Y_{in} + G_{io} \hat{v}_{in}}{1 + Z_s Y_{in}}\right) \hat{u}_{ins} - \left(\frac{Z_s G_{io} T_{oi} + Z_o + Z_o Z_s Y_{in}}{1 + Z_s Y_{in}}\right) \hat{i}_o \]  

\[\hat{v}_o = \left(\frac{G_{io} + G_{io} Z_s Y_{in} - G_{io} Z_s Y_{in}}{1 + Z_s Y_{in}}\right) \hat{u}_{ins} - \left(\frac{G_{io} T_{oi} + Z_o + Z_o Z_s Y_{in}}{1 + Z_s Y_{in}}\right) \hat{i}_o \]  

\[\hat{v}_o = \left(\frac{G_{io} + G_{io} Z_s Y_{in} - G_{io} Z_s Y_{in}}{1 + Z_s Y_{in}}\right) \hat{u}_{ins} - \left(\frac{1 + Z_s (Y_{in} + G_{io} \hat{v}_{in})}{1 + Z_s Y_{in}}\right) Z_o \hat{i}_o \]  

\[\hat{v}_o = \left(\frac{G_{io} + G_{io} Z_s Y_{in} - G_{io} Z_s Y_{in}}{1 + Z_s Y_{in}}\right) \hat{u}_{ins} - \left(\frac{1 + Z_s (Y_{in} + G_{io} \hat{v}_{in})}{1 + Z_s Y_{in}}\right) Z_o \hat{i}_o \]  

Based on these derivations, the source-affected system dynamics can be expressed as (B.9), where the expressions for the special input-side parameters \(Y_{in-sco}\) (B.10) and \(Y_{in-\infty}\) (B.11) are obtained from (B.7).

\[\begin{bmatrix} \hat{v}_{in} \\ \hat{v}_o \end{bmatrix} = \begin{bmatrix} \frac{Y_{in}}{1 + Z_s Y_{in}} & \frac{T_{oi}}{1 + Z_s Y_{in}} & \frac{G_{ci}}{1 + Z_s Y_{in}} \\ \frac{G_{io} + G_{io} Z_s Y_{in} - G_{io} Z_s Y_{in}}{1 + Z_s Y_{in}} & -\frac{Z_s G_{io} T_{oi} + Z_o + Z_o Z_s Y_{in}}{1 + Z_s Y_{in}} & \frac{G_{co}}{1 + Z_s Y_{in}} \end{bmatrix} \begin{bmatrix} \hat{u}_{ins} \\ \hat{i}_o \\ \hat{c} \end{bmatrix} \]  

\[Y_{in-sco} = Y_{in} + \frac{G_{io} T_{oi}}{Z_o}\]  

\[Y_{in-\infty} = Y_{in} - \frac{G_{io-o} G_{ci-o}}{G_{co-o}}\]
Source-side special parameters

The extraction of the source-side special parameters from the two-port model is provided in this appendix. In addition, it is shown that both parameters are independent of the output-side feedback state.

C.1 Extraction of special parameters $Y_{in-sco}$ and $Y_{in-\infty}$

The ideal input admittance is extracted from the original internal dynamics under the condition: $\hat{u}_o = 0$ and $\hat{i}_o = 0$ in (C.1) and solving the corresponding input impedance (C.2).

\[
\hat{i}_{in} = Y_{in} \hat{u}_{in} + G_{ci} \hat{c} \\
0 = G_{io} \hat{u}_{in} + G_{co} \hat{c} 
\]

\[
Y_{in-\infty} = \frac{\hat{i}_{in}}{\hat{u}_{in}} = Y_{in} - \frac{G_{ci} G_{io}}{G_{co}} 
\]

In a similar way, the short-circuit input admittance can be obtained but under the condition: $\hat{u}_o = 0$ and $\hat{c} = 0$ according to (C.3). The corresponding input impedance is obtained in (C.4).

\[
\hat{i}_{in} = Y_{in} \hat{u}_{in} + T_{oi} \hat{i}_o \\
0 = G_{io} \hat{u}_{in} - Z_o \hat{i}_o 
\]

\[
Y_{in-sco} = \frac{\hat{i}_{in}}{\hat{u}_{in}} = Y_{in} + \frac{T_{oi} G_{io}}{Z_o} 
\]
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C.2 Parameter independence of the feedback

The dependence of both special parameters on the state-of-feedback can be assessed utilizing the dynamical expression in (C.5), which illustrates how the applied feedback influences on the open-loop dynamics. The closed-loop infinite input impedance in (C.6) can be expressed using the internal dynamics from (C.5) resulting (C.7). Finally resulting to a infinite input admittance consisting of the open-loop transfer functions (C.8) thus demonstrating that the special parameter is independent of the state of the feedback.

\[
\begin{bmatrix}
\hat{\hat{u}}_i
\end{bmatrix} = \begin{bmatrix}
\frac{Y_{in-o}}{G_{oo-o}} + \frac{T_{oi-o}}{1 + L_{out}co-o^2} + \frac{L_{out}T_{oi-o}}{1 + L_{out}co-o^2}
\end{bmatrix} \begin{bmatrix}
\hat{\hat{u}}_i
\hat{\hat{u}}_ref
\end{bmatrix}
\]

\[Y_{in-o} = Y_{in-c} - \frac{G_{io-o}G_{ci-c}}{G_{oo-o}}
\]

\[Y_{in-o} = Y_{in-o} - \frac{L_{out}(Y_{in-o} - \frac{G_{io-o}G_{ci-o}}{G_{oo-o}})}{1 + L_{out}} - \frac{G_{io-o}}{1 + L_{out}}\frac{G_{ci-o}}{1 + L_{out}}
\]

\[Y_{in-o} = Y_{in-o} - \frac{G_{io-o}G_{ci-o}}{G_{oo-o}}
\]

In a corresponding manner, the feedback independence of \(Y_{in-sco}\) is demonstrated by expressing the closed-loop short-circuit input admittance (C.9) using the internal transfer functions from (C.5) resulting (C.10), where the parameter \(T_{oi-o} = T_{oi-o} + Z_{o-o}G_{ci-o}/G_{oo-o}\). Based on the derivation, the open-loop representation for this parameter is obtained (C.11) demonstrating that this special parameter is independent of the state of the feedback.

\[Y_{in-sco} = Y_{in-c} - \frac{G_{io-o}T_{oi-c}}{Z_{o-c}}
\]

\[Y_{in-sco} = Y_{in-o} - \frac{L_{out}(Y_{in-o} - \frac{G_{io-o}G_{ci-o}}{G_{oo-o}})}{1 + L_{out}} + \frac{G_{io-o}}{1 + L_{out}}\frac{T_{oi-o}}{1 + L_{out}} + \frac{L_{out}T_{oi-o}}{1 + L_{out}} + \frac{L_{out}Z_{o-o}G_{ci-o}}{G_{oo-o}(1 + L_{out})}
\]

\[Y_{in-sco} = Y_{in-o} - \frac{L_{out}G_{io-o}G_{ci-o}}{1 + L_{out}} + \frac{G_{io-o}}{1 + L_{out}}\frac{T_{oi-o}}{1 + L_{out}} + \frac{L_{out}Z_{o-o}G_{ci-o}}{Z_{o-o}}
\]

\[Y_{in-sco} = Y_{in-o} + \frac{G_{io-o}T_{oi-o}}{Z_{o-o}}
\]
Load-affected dynamics

The load influence to the internal dynamics in Fig. B.1 and (D.1) is assessed by representing the output current as given in (D.2). This representation is replaced to the internal dynamics in (D.3), resulting the output dynamics of (D.4) and after (D.5) the output dynamics is expressed as (D.6).

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_o
\end{bmatrix} =
\begin{bmatrix}
Y_{in} & T_{oi} & G_{ci} \\
G_{io} & -Z_o & G_{co}
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{in} \\
\dot{i}_o \\
\dot{c}
\end{bmatrix}
\]

(D.1)

\[\dot{i}_o = \dot{j}_o - Y_L \dot{u}_o\] (D.2)

\[\dot{i}_{in} = Y_{in} \dot{u}_{in} + T_{oi} (\dot{j}_o + Y_L \dot{u}_o) + G_{ci} \dot{c}\]

\[\dot{u}_o = G_{io} \dot{u}_{in} - Z_o (\dot{j}_o + Y_L \dot{u}_o) + G_{co} \dot{c}\]

(D.3)

\[\dot{u}_o = \left( \frac{G_{io}}{1 + Z_o Y_L} \right) \dot{u}_{in} - \left( \frac{Z_{oi}}{1 + Z_o Y_L} \right) \dot{j}_o + \left( \frac{G_{co}}{1 + Z_o Y_L} \right) \dot{c}\]

(D.4)

\[\dot{i}_{in} = \left( \frac{Y_{in} + Y_{in} Z_o Y_L + G_{io} T_{oi} Y_L}{1 + Z_o Y_L} \right) \dot{u}_{in} + \left( \frac{T_{oi} + T_{oi} Y_L Z_o - T_{oi} Z_o Y_L}{1 + Z_o Y_L} \right) \dot{j}_o + \left( \frac{T_{oi} Y_L G_{co} + G_{ci} + G_{ci} Z_o Y_L}{1 + Z_o Y_L} \right) \dot{c}\]

(D.5)

\[\dot{i}_{in} = \left( \frac{1 + (Z_o + \frac{T_{oi} G_{ia}}{Y_{in}}) Y_L}{1 + Z_o Y_L} \right) \dot{u}_{in} + \left( \frac{T_{oi}}{1 + Z_o Y_L} \right) \dot{j}_o + \left( \frac{1 + (Z_o + \frac{G_{ia} T_{oi}}{G_{co}}) Y_L}{1 + Z_o Y_L} \right) \dot{c}\]

(D.6)
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Based on these derivations, the load-affected system dynamics can be expressed as (D.7), where the expressions for the special output-side parameters $Z_{o-oci}$ (D.8) and $Z_{o-\infty}$ (D.9) are obtained from (D.6).

\[
\begin{bmatrix}
\dot{i}_m \\
\dot{u}_o
\end{bmatrix} = \begin{bmatrix}
\frac{1+Z_{o-oci}Y_L}{1+Z_oY_L}Y_{in} & \frac{T_{oi}}{1+Z_oY_L} & \frac{1+Z_{o-\infty}Y_L}{1+Z_oY_L} \\
\frac{G_{oi}}{1+Z_oY_L} & -\frac{Z_o}{1+Z_oY_L} & \frac{G_{ci}}{1+Z_oY_L}
\end{bmatrix} \begin{bmatrix}
\dot{u}_{in} \\
\dot{j}_o \\
\dot{c}
\end{bmatrix}
\]

(D.7)

\[Z_{o-oci} = Z_o + \frac{G_{oi}T_{oi}}{Y_{in}} \] (D.8)

\[Z_{o-\infty} = Z_o + \frac{G_{co}T_{oi}}{G_{ci}} \] (D.9)


The extraction of the load-side special parameters from the two-port model is provided in this appendix. In addition, the dependence of both parameters to the output-side feedback is stated.

### E.1 Extraction of special parameters $Z_{o-oci}$ and $Z_{o-\infty}$

The open-circuit output impedance is extracted from original internal dynamics under the condition: $\hat{i}_{in} = 0$ and $\dot{c} = 0$ in (E.1) and solving the corresponding output impedance (E.2).

\begin{align}
0 &= T_{oi}\hat{i}_o + Y_{in}\hat{u}_{in} \\
\hat{u}_o &= G_{io}\hat{u}_{in} - Z_o\hat{i}_o \\
Z_{o-oci} &= \frac{\hat{u}_o}{\hat{i}_o} = Z_o + \frac{G_{io}T_{oi}}{Y_{in}} \tag{E.2}
\end{align}

In a similar way, the ideal output impedance can be obtained under the condition: $\hat{u}_{in} = 0$ and $\hat{i}_{in} = 0$ according to (E.3). The corresponding impedance is obtained in (E.4).

\begin{align}
0 &= T_{oi}\hat{i}_o + G_{ci}\dot{c} \\
\hat{u}_o &= -Z_o\hat{i}_o + G_{co}\dot{c} \\
Z_{o-\infty} &= \frac{\hat{u}_o}{\hat{i}_o} = Z_o + \frac{G_{co}T_{oi}}{G_{ci}} \tag{E.4}
\end{align}
E.2 Parameter dependence of the feedback

The dependence or independence of both special parameters on the state-of-feedback is assessed utilizing the dynamical expression provided in (C.5). First, the closed-loop $Z_{o-\infty}$ (E.5) independence on the state-of-feedback is demonstrated by using the internal dynamics from (C.5) and resulting a representation as in (E.6). Finally, the ideal output impedance consisting of the open-loop transfer functions is obtained in (E.7) thus demonstrating that the special parameter is independent of the state of the feedback.

\[
Z_{o-\infty} = Z_{o-c} + \frac{G_{io-o} T_{oi-c}}{G_{ci-c}}
\]  
(E.5)

\[
Z_{o-\infty} = \frac{Z_{o-o}}{1 + L_{out}} + \frac{L_{out}}{G_{ext}(1 + L_{out})} \left( T_{oi-o} + \frac{L_{out} Z_{o-o} G_{ci-o}}{G_{ext}(1 + L_{out})} \right)
\]  
(E.6)

\[
Z_{o-\infty} = \frac{Z_{o-o}}{1 + L_{out}} + \frac{T_{oi-o} G_{co-o}}{G_{ci-o}} + \frac{L_{out} Z_{o-o}}{1 + L_{out}}
\]  
(E.7)

The open-circuit output impedance is dependent on the state of the output-side feedback. This dependence can be illustrated by representing the closed-loop $Z_{o-oci}$ (E.8) using the internal dynamics from (C.5) resulting (E.9). Therefore, the open-circuit output impedance has different values at open and closed-loop according to (E.10).

\[
Z_{o-oci} = Z_{o-c} + \frac{G_{io-c} T_{oi-c}}{Y_{in-c}}
\]  
(E.8)

\[
Z_{o-oci} = \frac{Z_{o-o}}{1 + L_{out}} + \left( \frac{T_{oi-o}}{Y_{in-o}} + \frac{L_{out} Z_{o-o} G_{ci-o}}{G_{ext}(1 + L_{out})} \right) \left( \frac{G_{io-o}}{1 + L_{out}} \right)
\]  
(E.9)

\[
Z_{o-oci}^a = \frac{Z_{o-o}}{Y_{in-o}} Y_{in-sco}
\]  
(E.10)

\[
Z_{o-oci}^c = \frac{Z_{o-c}}{Y_{in-c}} Y_{in-sco}
\]  
(E.10)
Open-loop dynamics of VM and IVFF controlled converter

The open-loop dynamics of VM and IVFF- controlled converter are given in this appendix.

F.1 VM-controlled converter

The open-loop dynamics associated with the voltage-mode controlled converter are given in (F.1), where the equivalent parameters $r_E$ and $U_E$ are defined as (F.2) and (F.3) including the parasitics.

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_o
\end{bmatrix} =
\begin{bmatrix}
D^2_s \\
\frac{D(1+sr_c)C}{L}
\end{bmatrix} \begin{bmatrix}
\frac{D(1+sr_c)C}{L} \\
\frac{(r_E+sL)(1+sr_c)C}{L} \\
\frac{D_{ug}s}{L}
\end{bmatrix} + s^2 + \frac{sE_tr_x}{L} + \frac{1}{LC}
\begin{bmatrix}
I_o \\
I_o \\
\dot{c}
\end{bmatrix}
\]

\[
(F.1)
\]

\[
r_E = r_L + Dr_{ds1} + Dr_d 
\]

\[
(U.2)
\]

\[
U_E = U_{in} + U_D + (r_d - r_{ds1})I_o 
\]

\[
(F.3)
\]
F.2 IVFF-controlled converter

The open-loop dynamics of the IVFF-controlled converter are given in (F.4), where the parameters $F_{m}^{IF}$ and $q_i^{IF}$ are defined in (F.6) and (F.7), where $R_x$ and $C_x$ are the PWM modulator time-base components (Karppanen et al., 2007a).

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_o
\end{bmatrix} = \frac{D(D-F_m^{IF}q_i^{IF}U_E)s}{(D-F_m^{IF}q_i^{IF}U_E)(1+sr_cC)} \begin{bmatrix}
D(1+sr_cC) & F_m^{IF}D\frac{U_E}{L} \\
(1+sr_cC) & F_m^{IF}\frac{U_E}{L}
\end{bmatrix} + \frac{s^2 + s\frac{r_c+Ts}{L} + \frac{1}{LC}}{L}
\begin{bmatrix}
-F_m^{IF}q_i^{IF}I_o & 0 & F_m^{IF}I_o \\
0 & 0 & 0
\end{bmatrix}\begin{bmatrix}
\dot{u}_{in} \\
\dot{i}_o \\
\dot{c}
\end{bmatrix}
\]

\[(F.4)\]

\[
F_m^{IF} = \frac{R_xC_x}{TsU_{in}}
\]

\[(F.6)\]

\[
q_i^{IF} = \frac{DT_s}{R_xC_x}
\]

\[(F.7)\]
Open-loop dynamics of PCM and OCF-controlled converter

The open-loop dynamics of PCM and OCF-controlled converter are given in this appendix.

### G.1 PCM-controlled converter

The open-loop dynamics associated with the peak-current-mode controlled converter are given in (G.1), where the parameters $F_{PC}^m$, $q_{PC}^c$ and $q_{PC}^i$ are defined as (G.2), (G.3) and (G.4), respectively (Karppanen et al., 2007b). In addition, the inductor current slope compensation $M_c$ is defined as in (G.5)

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_o
\end{bmatrix} = 
\begin{bmatrix}
(D-F_{PC}^m q_{PC}^I_o)(D-F_{PC}^m q_{PC}^I_o)s & (D-F_{PC}^m q_{PC}^I_o)(1+sr_cC) \\
(D-F_{PC}^m q_{PC}^I_o + F_{PC}^m q_{PC}^I_o U_E sL) & (r_E + F_{PC}^m q_{PC}^I_o U_E + sL)(1+sr_cC)
\end{bmatrix}
\begin{bmatrix}
F_{PC}^m L(1+sr_cC) \\
1 + sr_cC
\end{bmatrix}
\begin{bmatrix}
\dot{\hat{i}}_{in} \\
\dot{\hat{i}}_o
\end{bmatrix} 
\]

\[
\begin{bmatrix}
F_{PC}^m = \frac{2L}{T_s(2LM_c + (D1-D)U_E)} \\
q_{PC}^c = 1 + \frac{DD1T_s}{2L}(r_d - r_{ds1})
\end{bmatrix}
\]
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\[ q_{\text{PC}}^i = \frac{DD_1 T_s}{2L} \quad \text{(G.4)} \]

\[ M_c = \frac{D U_E}{2L} \quad \text{(G.5)} \]

### G.2 OCF-controlled converter

The open-loop dynamics of the PCM-controlled converter with output current feed-forward can be given as in (G.6) and where the parameters \( F_{\text{PC}} \), \( q_{\text{PC}}^c \) and \( q_{\text{PC}}^i \) are as previously defined in (G.2), (G.3) and (G.4) (Karppanen et al., 2007b).

\[
\begin{bmatrix}
\dot{\hat{i}}_{\text{in}} \\
\dot{\hat{u}}_o \\
\end{bmatrix} = \\
\begin{bmatrix}
(D-F_{\text{PC}}^m q_{\text{PC}}^C U_E)(D-F_{\text{PC}}^m I_o) & (D-F_{\text{PC}}^m I_o)(1+s(r_c+F_{\text{PC}}^m U_E)C) & F_{\text{PC}}^m U_E (D-F_{\text{PC}}^m I_o) s \\
(D-F_{\text{PC}}^m q_{\text{PC}}^C U_E)(1+s r_c C) & (r_E+s L)(1+s r_c C) & F_{\text{PC}}^m U_E (1+s r_c C) \\
\end{bmatrix} \\
\begin{bmatrix}
\frac{R_{s1} L}{s^2 + s r_E + F_{\text{PC}}^m U_E + r_c} + \frac{1}{L C} \\
\end{bmatrix}
\begin{bmatrix}
-F_{\text{PC}}^m q_{\text{PC}}^C I_o \\
F_{\text{PC}}^m I_o \\
\frac{F_{\text{PC}}^m I_o}{R_{s1}} \\
0 \\
0 \\
\end{bmatrix}
\begin{bmatrix}
\hat{u}_{\text{in}} \\
\hat{i}_o \\
\hat{c} \\
\end{bmatrix} \\
\quad \text{(G.6)}
\]
Source-affected system-level dynamics

The dynamical model of the input-parallel connected converters with a common input filter is shown in Fig. H.1. The internal dynamics of this system structure is emphasized with dashed lines and provided in (H.1). The source and load are assumed ideal and the system input admittance is $Y_{in} = Y_{in1} + Y_{in2}$.

![Two-port model of the system structure.](image)

The influence of the filter output impedance, $Z_s$, to the system dynamics is assessed by representing the input voltage as given in (H.2). This representation is replaced to the internal dynamics in (H.3). This results input dynamics as given in

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_{io1} \\
\dot{u}_{io2}
\end{bmatrix} =
\begin{bmatrix}
Y_{in} & T_{oi1} & T_{oi2} \\
G_{io1} & -Z_{oi1} & 0 \\
G_{io2} & 0 & -Z_{oi2}
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{in} \\
\dot{i}_{o1} \\
\dot{i}_{o2}
\end{bmatrix}
\]

\[
(H.1)
\]
(H.4) The output voltage $\hat{u}_{o1}$ is provided in (H.5) resulting (H.6) and the output voltage $\hat{u}_{o2}$ is defined in (H.7) resulting to (H.8).

\[
\hat{u}_{in} = \hat{u}_{ins} - Z_s \hat{i}_{in} \tag{H.2}
\]

\[
\hat{i}_{in} = Y_{in}(\hat{u}_{ins} - Z_s \hat{i}_{in}) + T_{o1} \hat{i}_{o1} + T_{o2} \hat{i}_{o2} \tag{H.4}
\]

\[
\hat{u}_{o1} = G_{i01}(\hat{u}_{ins} - Z_s \hat{i}_{in}) - Z_o \hat{i}_{o1} \tag{H.3}
\]

\[
\hat{u}_{o2} = G_{i02}(\hat{u}_{ins} - Z_s \hat{i}_{in}) - Z_o \hat{i}_{o2} \tag{H.3}
\]

\[
\hat{u}_{o1} = \left(\frac{G_{i01} + G_{i01} Z_s Y_{in} - G_{i01} Z_s Y_{in}}{1 + Z_s Y_{in}}\right)\hat{u}_{ins} - \left(\frac{Z_s G_{i01} T_{o1} + Z_o + Z_o Z_s Y_{in}}{1 + Z_s Y_{in}}\right)\hat{i}_{o1} - \frac{G_{i01} Z_s T_{o2}}{1 + Z_s Y_{in}} \hat{i}_{o2} \tag{H.5}
\]

\[
\hat{u}_{o1} = \left(\frac{G_{i01}}{1 + Z_s Y_{in}}\right)\hat{u}_{ins} - \left(\frac{1 + Z_s(Y_{in2} + Y_{in1} + \frac{G_{i01} T_{o1}}{Z_{o1}})}{1 + Z_s Y_{in}}\right)Z_o \hat{i}_{o1} - \frac{G_{i01} Z_s T_{o2}}{1 + Z_s Y_{in}} \hat{i}_{o2} \tag{H.6}
\]

\[
\hat{u}_{o2} = \left(\frac{G_{i02} + G_{i02} Z_s Y_{in} - G_{i02} Z_s Y_{in}}{1 + Z_s Y_{in}}\right)\hat{u}_{ins} - \left(\frac{G_{i02} Z_s T_{o1}}{1 + Z_s Y_{in}}\right)\hat{i}_{o1} - \frac{Z_s G_{i02} T_{o2} + Z_o + Z_o Z_s Y_{in}}{1 + Z_s Y_{in}} \hat{i}_{o2} \tag{H.7}
\]

\[
\hat{u}_{o2} = \left(\frac{G_{i02}}{1 + Z_s Y_{in}}\right)\hat{u}_{ins} - \left(\frac{G_{i02} Z_s T_{o1}}{1 + Z_s Y_{in}}\right)\hat{i}_{o1} - \frac{1 + Z_s(Y_{in1} + Y_{in2} + \frac{G_{i02} T_{o2}}{Z_{o2}})}{1 + Z_s Y_{in}} Z_o \hat{i}_{o2} \tag{H.8}
\]

Based on these derivations, the source-affected system dynamics can be expressed as (H.9), where the expressions for the special input-side parameters $Y_{in-sco1}^S$ and $Y_{in-sco2}^S$ (H.10) are obtained from (H.6) and (H.8), respectively.
\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_{o1} \\
\hat{u}_{o2}
\end{bmatrix}
= \begin{bmatrix}
\frac{Y_{in}}{1+Z_{s}Y_{in}} & \frac{T_{io1}}{1+Z_{s}Y_{in}} & \frac{T_{io2}}{1+Z_{s}Y_{in}} \\
\frac{G_{io1}}{1+Z_{s}Y_{in}} & -\left(\frac{1+Z_{s}Y_{in}}{1+Z_{s}Y_{in}}\right)Z_{o1} & -\frac{G_{io2}T_{io2}Z_{s}}{1+Z_{s}Y_{in}} - \left(\frac{1+Z_{s}Y_{in}}{1+Z_{s}Y_{in}}\right)Z_{o2} \\
\frac{G_{io2}}{1+Z_{s}Y_{in}} & -\frac{G_{io2}T_{io1}Z_{s}}{1+Z_{s}Y_{in}} & -\frac{G_{io2}T_{io2}Z_{s}}{1+Z_{s}Y_{in}} - \left(\frac{1+Z_{s}Y_{in}}{1+Z_{s}Y_{in}}\right)Z_{o2}
\end{bmatrix}
\] (H.9)

\[
\begin{bmatrix}
\hat{u}_{ins} \\
\hat{i}_{o1} \\
\hat{i}_{o2}
\end{bmatrix}
\]

\[
Y^{S}_{in-sc01} = Y^{S}_{in-sc01} + Y_{in2}
\]
\[
Y^{S}_{in-sc02} = Y^{S}_{in-sc02} + Y_{in1}
\] (H.10)
Load-affected system-level dynamics

The source-affected dynamics of the system-level model of Fig. H.1, including the cross-coupling impedance as provided in (I.1).

\[
\begin{bmatrix}
\dot{i}_{in} \\
\dot{u}_{o1} \\
\dot{u}_{o2}
\end{bmatrix} =
\begin{bmatrix}
Y_{in}^S & T_{o1}^S & T_{o2}^S \\
G_{io1}^S & -Z_{o1}^S & G_{cr1}^S \\
G_{io2}^S & G_{cr2}^S & -Z_{o2}^S
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{ins} \\
\dot{i}_{o1} \\
\dot{i}_{o2}
\end{bmatrix}
\] (I.1)

The load influence at both outputs to the system dynamics is assessed separately. The load 1 influence is analyzed by representing \( \dot{i}_{o1} \) as given in (I.2) and by replacing it to the internal dynamics as given in (I.3). The output voltage \( \hat{u}_{o1} \) is obtained as (I.4), and thereafter, the \( \hat{u}_{o2} \) and \( \dot{i}_{in} \) can be expressed as (I.5) and (I.6), respectively.

\[\dot{i}_{o1} = \dot{j}_{o1} - Y_{L1} \hat{u}_{o1}\] (I.2)

\[\dot{i}_{in} = Y_{in}^S \hat{u}_{ins} + T_{o1}^S (\dot{j}_{o1} + Y_{L1}^S \hat{u}_{o1}) + T_{o2}^S \dot{i}_{o2}\]

\[\hat{u}_{o1} = G_{io1}^S \hat{u}_{ins} - Z_{o1}^S (\dot{j}_{o1} + Y_{L1}^S \hat{u}_{o1}) + G_{cr1}^S \dot{i}_{o2}\] (I.3)

\[\hat{u}_{o2} = G_{io2}^S \hat{u}_{ins} + G_{cr2}^S (\dot{j}_{o1} + Y_{L1}^S \hat{u}_{o1}) - Z_{o2}^S \dot{i}_{o2}\]

\[\hat{u}_{o1} = (\frac{G_{io1}^S}{1 + Z_{o1}^S Y_{L1}^S}) \hat{u}_{ins} - (\frac{Z_{o1}^S}{1 + Z_{o1}^S Y_{L1}^S}) \dot{j}_{o1} + (\frac{G_{cr1}^S}{1 + Z_{o1}^S Y_{L1}^S}) \dot{i}_{o2}\] (I.4)
\[ \hat{u}_{o2} = (G_{io2}^S + \frac{G_{io1}^S G_{cr2}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}})\hat{u}_{ins} + \frac{(G_{cr}^S (1 + Z_{o1}^S Y_{L1}) - G_{cr2}^S Z_{o1}^S Y_{L1})}{1 + Z_{o1}^S Y_{L1}} \hat{j}_{o1} \] (I.5)

\[ - (Z_{o2}^S - \frac{G_{cr2}^S G_{cr1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}})\hat{i}_{o2} \]

\[ \hat{i}_{in} = \frac{Y_{in}^S (1 + Z_{o1}^S Y_{L1}) + Y_{L1} T_{o1}^S G_{io1}^S}{1 + Z_{o1}^S Y_{L1}} \hat{u}_{ins} + \frac{(T_{o1}^S (1 + Z_{o1}^S Y_{L1}) - T_{o1}^S Y_{L1} Z_{o1}^S)}{1 + Z_{o1}^S Y_{L1}} \hat{j}_{o1} \]

\[ + \left( \frac{T_{o1}^S Y_{L1} G_{cr1}^S + T_{o2}^S}{1 + Z_{o1}^S Y_{L1}} \right) \hat{i}_{o2} \] (I.6)

Based on these derivations, \( Y_{L1} \) influence to the system dynamics is given in (I.7), where the expression for the special output-side parameters \( Z_{o-oct1}^S \) (I.8) is obtained from (I.6).

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_{o1} \\
\hat{u}_{o2}
\end{bmatrix} = 
\begin{bmatrix}
\frac{1 + Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} & Y_{in}^S & T_{o1}^S \\
G_{io1}^S & \frac{1 + Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} & Z_{o1}^S Y_{L1} \\
G_{io2}^S & \frac{1 + Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} & \frac{Y_{L1} G_{io1}^S T_{o1}^S}{1 + Z_{o1}^S Y_{L1}} + T_{o2}^S \\
\frac{1 + Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} & \frac{1 + Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} & \frac{Y_{L1} G_{cr1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}} + \frac{Y_{L1} G_{cr2}^S Z_{o1}^S Y_{L1}}{1 + Z_{o1}^S Y_{L1}}
\end{bmatrix} \begin{bmatrix}
\hat{i}_{o1} \\
\hat{i}_{o2} \\
\hat{i}_{o2}
\end{bmatrix}
\] (I.7)

\[ Z_{o-oct1}^S = Z_{o1}^S + \frac{G_{io1}^S T_{o1}^S}{Y_{in}^S} \] (I.8)

In a similar way the load 2 influence is analyzed representing the \( \hat{i}_{o2} \) as given in (I.9) and by replacing it to the internal dynamics as given in (I.10). The output voltage \( \hat{u}_{o2} \) is obtained as (I.11), and thereafter, the \( \hat{u}_{o1} \) and \( \hat{i}_{in} \) can be expressed as (I.12) and (I.13), respectively.

\[ \hat{i}_{o2} = \hat{j}_{o2} - Y_{L2} \hat{u}_{o2} \] (I.9)

\[ \hat{i}_{in} = Y_{in}^S \hat{u}_{ins} + T_{o1}^S \hat{i}_{o1} + T_{o2}^S (\hat{j}_{o2} + Y_{L2}^S \hat{u}_{o2}) \]

\[ \hat{u}_{o1} = G_{io1}^S \hat{u}_{ins} - Z_{o1}^S \hat{i}_{o1} + G_{cr1}^S (\hat{j}_{o2} + Y_{L2}^S \hat{u}_{o2}) \]

\[ \hat{u}_{o2} = G_{io2}^S \hat{u}_{ins} + G_{cr2}^S \hat{i}_{o1} - Z_{o2}^S (\hat{j}_{o2} + Y_{L2}^S \hat{u}_{o2}) \] (I.10)
\[ \hat{u}_{o2} = \left( \frac{G^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{u}_{ins} + \left( \frac{G^S_{cr2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{i}_{o1} - \left( \frac{Z^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{j}_{o2} \]  

(I.11)

\[ \hat{u}_{o1} = (G^S_{io1} + \frac{G^S_{o2} G^S_{cr1} Y^S_{L2}}{1 + Z^S_{o2} Y^S_{L2}}) \hat{u}_{ins} - \left( \frac{G^S_{cr1} G^S_{o2} Y^S_{L2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{i}_{o1} \]  

(I.12)

\[ \hat{i}_{in} = \frac{Y^S_{in} (1 + Z^S_{o2} Y^S_{L2}) + Y^S_{L2} T^S_{o2} G^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \hat{u}_{ins} + \left( \frac{T^S_{o1} Y^S_{L2} G^S_{cr2} + T^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{i}_{o1} \]  

\[ + \left( \frac{T^S_{o2} (1 + Z^S_{o2} Y^S_{L2}) - T^S_{o2} Y^S_{L2} Z^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \right) \hat{j}_{o2} \]  

(I.13)

Based on these derivations, \( Y_{L2} \) influence to the system dynamics is given in (I.14), where the expression for the special output-side parameters \( Z_{o-oct2} \) (I.15) is obtained from (I.13).

\[
\begin{bmatrix}
\hat{i}_{in} \\
\hat{u}_{o1} \\
\hat{u}_{o2}
\end{bmatrix} = 
\begin{bmatrix}
Y^S_{in} \\
G^S_{io1} + \frac{Y^S_{L2} G^S_{cr1}}{1 + Z^S_{o2} Y^S_{L2}} \\
G^S_{o2} + \frac{G^S_{cr1} Y^S_{L2}}{1 + Z^S_{o2} Y^S_{L2}}
\end{bmatrix}
\begin{bmatrix}
1 + Z^S_{o2} Y^S_{L2} Y^S_{in} + Y^S_{in} & T^S_{o11} + \frac{Y^S_{L2} G^S_{cr2} T^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} & \frac{T^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} \\
\frac{Z^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}} & -\frac{G^S_{cr2} Y^S_{L2}}{1 + Z^S_{o2} Y^S_{L2}} & \frac{G^S_{cr1} Z^S_{o2}}{1 + Z^S_{o2} Y^S_{L2}}
\end{bmatrix}
\begin{bmatrix}
\hat{u}_{ins} \\
\hat{i}_{o1} \\
\hat{j}_{o2}
\end{bmatrix}
\]

\[ Z^S_{o-oct2} = Z^S_{o2} + \frac{G^S_{o2} T^S_{o2}}{Y^S_{in2}} \]  

(I.15)
Graphical user interface of the optimization tool

The Graphical user interface of the optimization tool is illustrated in Fig. J.1, where the user needs to provide the following specifications:

- Source specification (System input voltage)
- Load specifications (number of loads and their static parameters, input voltage and maximum power)
- Library of commercial converter models

Utilizing this information, the tool provides a set of optimized architectural solutions and the user can compare the options in terms of optimized size, cost and efficiency and select the most appropriate solution for the intended application.
Figure J.1: Graphical user interface of the optimization tool.
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