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ABSTRACT

A flexible Galerkin method based on proper orthogonal decomposition (POD) is described to construct the bifurcation diagram, as the Rayleigh number $R$ is varied, in the Rayleigh-Bénard convection in a rectangular box for large Prandtl number. The bifurcation diagram is approximated using the POD modes resulting from unconverged snapshots for just one specific value of $R$, calculated in either Newton iterations or time-dependent runs converging to steady states. Moreover, the selection of the specific value of $R$ is quite flexible. In addition, a horizontal reflection symmetry is taken into account to construct a symmetry-preserving Galerkin system. The resulting un-symmetric and symmetric low-dimensional systems are combined with a basic continuation method, which provide the bifurcation diagram at a quite low computational cost.

1. Introduction

The study of instabilities and bifurcations for partial differential equations and systems is of paramount scientific interest and is becoming more and more necessary in industrial problems as well, due to the increasing need to take nonlinearity into account. The difficulty is that calculating bifurcation diagrams requires solving the problem for a large number of parameter values. Furthermore, each of these individual calculations may be very computationally expensive if, e.g., fluid dynamics calculations are involved. Thus, huge computational resources (CPU time and memory) may be needed using standard numerical solvers [11,48,53] and continuation methods [1,33]. The difficulty may
be overcome replacing standard numerics by reduced order modeling, such as reduced basis [41,35,16,32] and Galerkin/POD methods. The latter methods have been used to treat both steady [29,23,7,4] and unsteady systems [36,49], in both purely scientific [37,28,13,46,47,45] and industrial [17,31,30,52,10] applications. Reduced modeling relies on the observation that if the governing evolution equations are dissipative, the large time behavior of the system is contained in a finite dimensional inertial manifold [18,25,40], which is frequently low dimensional [19,34]. The application of POD to an appropriate set of snapshots calculated by a standard numerical solver (NS) provides a linear manifold that contains the inertial manifold, which can be used to obtain POD-based reduced order models (ROMs). For fluid flow problems, several strategies have been tried using both reduced basis and POD/Galerkin methods [16,26,28,32,41], which resulted in various methodological/computational improvements.

In principle, when applied to bifurcation problems, both reduced basis and Galerkin/POD methods require a preprocess, where some snapshots are calculated using a standard numerical solver. The snapshots are usually [24,23] solutions of the same type as those that are to be approximated (e.g., steady states) and are calculated for various (say, $N$) representative values of the bifurcation parameter. Since each snapshot is a converged steady state of the nonlinear problem, the preprocess may be quite computationally expensive if $N$ is large, and somehow makes the method an interpolation method, able to calculate the solution for intermediate parameter values using information from the specific parameter values where the snapshots were calculated. In any event, $N$ must be somewhat larger than the number of degrees of freedom of the low-dimensional model. Since the computational cost of the preprocess depends critically on $N$, some effort has been devoted in the references quoted above to appropriately select the specific values of the bifurcation parameter for which the snapshots are calculated.

The approach in this paper is fairly different. It comes from observation that transient behavior contains more useful information to calculate the converged states than the converged states themselves. In other words, if unconverged states in temporal runs for a few particular values of the bifurcation parameter are used as snapshots, then the resulting POD modes are useful to calculate the converged states for other values of the bifurcation parameter. This property was emphasized and illustrated [50] in some academic problems such as the one-dimensional Fisher and Ginzburg–Landau equations, where the whole bifurcation diagram was constructed using as snapshots the unconverged states in a temporal run for just one value of the bifurcation parameter, which moreover was selected somewhat arbitrarily. Note that the preprocess consisted in the calculation of just one point of the bifurcation diagram, meaning that the preprocess was quite computationally inexpensive. The reader is referred to [50] for other somewhat surprising/encouraging consequences of all these. Note that, in contrast to the method outlined in the former paragraph, this strategy can be seen as an extrapolation because the whole bifurcation diagram is constructed using information from only one point in the diagram.

Building upon this property and former ideas to construct adaptive time-dependent ROMs [36,49], an adaptive method can be constructed [51] that turns out to be quite efficient to construct bifurcation diagrams for the one-dimensional complex Ginzburg–Landau equation. Even though this equation is a well-known paradigm for pattern formation [5] that exhibits quite complex dynamics, a question remains on whether these ideas work equally well in higher dimensional fluid dynamics problems, which are more demanding from several points of view. The present paper is a step in this direction, considering the two-dimensional Rayleigh–Bénard convection at large Prandtl number. Thermal convection is known to be the driving force of many physical phenomena and industrial applications. Standard Rayleigh–Bénard convection in a horizontal layer heated from below is a fairly simplified model for atmospheric convection [8], in which the conductive quiescent state becomes unstable for a critical vertical temperature gradient, measured by the Rayleigh number $R$. Beyond this threshold, a convective motion sets in that suffers further transitions as the $R$ is further increased. The large Prandtl number limit is of interest in geophysics [15,38], and has been analyzed in [33], where the bifurcation diagram was calculated for the thermal convection in a two-dimensional box. Anticipating the main conclusion in this paper for this problem, the whole bifurcation diagram for $0 \leq R \leq 3000$ will be approximated using ROMs based on unconverged snapshots calculated at just one value of the Rayleigh number $R$. Moreover, this value can be chosen somewhat arbitrarily. Let us mention here that this same test problem was considered in [23] using a more standard method based on reduced basis selecting the snapshots as steady states at various values of the parameter $R$, ordered in a greedy way.

The test problem exhibits an exact horizontal reflection symmetry. Symmetries play an important role in bifurcation problems, in particular, in fluid dynamics [21,14]. Some of the bifurcations in systems exhibiting symmetries are associated with symmetry breaking (or loss) and some others preserve the symmetries, producing symmetric states. Reduced models can be constructed such that they inherit the symmetries of the problem, as first done twenty years ago in a seminal paper [6]. The idea was further developed by Shah and Sorensen [42–44], but has not been otherwise exploited in the literature (to our knowledge) to the extend this topic deserves. Here, we shall construct a symmetry-preserving reduced model of the test problem that will be considered.

With these ideas in mind, the article is organized as follows. The test problem is formulated in Section 2, where the description of the physical configuration is provided, along with the basic equations, boundary conditions, and the standard numerical solver that to is be used to calculate the snapshots. POD is thoroughly discussed in Section 3, where an improved version of this method is described (yielding very good approximations of POD modes associated with very small singular values) and the combination with the reflection symmetry is considered. Several ROMs, ignoring and taking the symmetry into account, and using snapshots calculated from temporal runs and the Newton method, are constructed in Sections 4 and 5, where a simple continuation for the Galerkin systems is presented, along with the application to the thermal convection problem. Finally, several concluding remarks are considered in Section 6.

2. Formulation of the problem

As sketched in Fig. 1, a two-dimensional fluid layer of depth $d$ is considered that is confined between a lower solid plate and an
upper non-deformable free surface, where the temperatures are imposed to be $T_0$ and $T_1$, respectively, with $\Delta T = T_0 - T_1 > 0$. The lateral boundaries are both vertical, located a distance $L$ from each other, and assumed to be impenetrable and exhibit zero-stress and zero heat-flux. The problem is simplified using the Boussinesq approximation, in which the density $\rho$ is considered as constant everywhere except for a vertical buoyancy force in which the density is assumed to depend linearly on temperature, as $\rho = \rho_0[1 - \alpha(T - T_0)]$, where $\rho_0$ is the density at temperature $T_0$ and $z$ is the thermal expansion coefficient. In a Cartesian coordinate system, the horizontal and vertical coordinates $x$ and $z$, respectively, the time $t$, the velocity $\mathbf{v}$, the pressure $P$, and the temperature $T$ are nondimensionalized as $x' = x/d, z' = z/d, t' = \kappa t/d^2, \mathbf{v}' = d\mathbf{v}/\kappa, P' = d^2P/(\rho_0\kappa^2)$, and $\theta' = (T - T_0)/\Delta T$, respectively, where primes denote nondimensional quantities. Here, $\kappa$ is the thermal diffusivity and $\nu$ the viscosity, both assumed constant. Dropping primes, the nondimensional continuity, momentum, and energy conservation equations,

$$\nabla \cdot \mathbf{v} = 0,$$  \hspace{1cm} (1)

$$\frac{1}{Pr} \left( \partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} \right) = -\nabla P + \Delta \mathbf{v},$$  \hspace{1cm} (2)

$$\partial_t \theta + \mathbf{v} \cdot \nabla \theta = \Delta \theta,$$  \hspace{1cm} (3)

are applied in the domain $\Omega$: $0 < x < \Gamma, 0 < z < 1$, where $\Gamma = L/d$ is the aspect ratio, and are subject to the boundary conditions,

$$\mathbf{v} = 0, \quad \theta = 0 \quad \text{at} \quad z = 0, \quad \theta = \partial_z u = w = 0 \quad \text{at} \quad z = 1,$$ \hspace{1cm} (4)

$$\partial_z \theta = \partial_z w = u = 0 \quad \text{at} \quad x = 0 \quad \text{and} \quad x = \Gamma.$$ \hspace{1cm} (5)

Here, $\mathbf{e}_x$ is the upwards vertical unit vector, $u$ and $w$ are the horizontal and vertical velocity components, respectively, $Pr = \nu/\kappa$ is the Prandtl number, and $R = d^2\kappa g \Delta T/(\nu \kappa)$ is the Rayleigh number, where $g$ is the acceleration of the gravity.

The problem (1)-(5) has a simple conductive solution $\mathbf{v}' = 0, \theta' = 1 - z$, and $P' = R(z - z^2/2)$. Considering the limit $Pr \to \infty$, as in [33], the left hand side term in Eq. (2) can be set equal to zero. Rescaling the problem as $\theta' = \theta - \theta_0, P' = (P - P_0)/R, \mathbf{v}' = \mathbf{v}/\sqrt{R}, t' = \sqrt{t}/R$, neglecting the term of order $O(1/Pr)$ in the momentum equation, and dropping primes, the formulation (1)-(3) is rewritten as

$$\nabla \cdot \mathbf{v} = 0 \quad \text{in} \quad \Omega,$$ \hspace{1cm} (6)

$$\mathbf{e}_x - \nabla P + \frac{1}{\sqrt{R}} \Delta \mathbf{v} = 0 \quad \text{in} \quad \Omega,$$ \hspace{1cm} (7)

$$\partial_t \mathbf{v} + \mathbf{v} \cdot \nabla \mathbf{v} - \frac{1}{\sqrt{R}} \Delta \mathbf{v} = 0 \quad \text{in} \quad \Omega,$$ \hspace{1cm} (8)

and boundary conditions (4) and (5) as,

$$\mathbf{v} = 0, \quad \theta = 0 \quad \text{at} \quad z = 0, \quad \theta = \partial_z u = w = 0 \quad \text{at} \quad z = 1,$$ \hspace{1cm} (9)

$$\partial_z \theta = \partial_z w = u = 0 \quad \text{at} \quad x = 0 \quad \text{and} \quad x = \Gamma.$$ \hspace{1cm} (10)

It is to be noted that with this scaling the conductive state is

$$\mathbf{v} = 0, \quad \theta = 0.$$ \hspace{1cm} (11)

Also, $|\mathbf{v}| \sim \theta \sim 1$, which means that neglecting the effect of the Prandtl number is justified provided that $Pr \gg 1$, as readily seen for both $R \sim 1$ and $R \gg 1$ comparing the order of magnitudes of the neglected convective terms and the retained viscous terms, both in the bulk fluid and in the boundary layer attached to the lower plate that appears as $R \gg 1$ and exhibits a $O(R^{-1/4})$-thickness.

The governing equations and boundary conditions (6)-(10) are invariant under the horizontal reflection symmetry

$$\gamma : (x,z,u,w,\theta,P) \rightarrow (-x,z,-u,\theta,P).$$ \hspace{1cm} (12)

On the other hand, if Eqs. (6)-(9) are considered in an infinite slab and the solutions are required to be both 2T-periodic in the $x$ direction and reflection symmetric, then the restriction of this problem to a half of the period precisely obeys (10). Restricting to the fixed domain eliminates invariance under arbitrary translations of the problem in the infinite domain, but invariance under certain translations will still be appreciated in some specific patterns; see below.

Eqs. (6)-(10) are discretized using a Legendre spectral collocation method [9,11], retaining polynomials of degrees $n = 17$ and $m = 13$ in the $x$ and $z$ directions, respectively, with the $l = 18 \times 14 = 252$ collocation points symmetrically located in both the $x$ and $z$ directions. Thus, the reflection symmetry (12) is easily identified in the values of $\mathbf{v}, P,$ and $\theta$ at the collocation points. As reported in [33], this discretization is fine enough to describe the bifurcation diagram considered below. It must be noted, however, that the ROMs developed below are somehow transparent to the number of collocation points because (i) the results provided by the ROMs will be compared with their counterparts in the Legendre solver; and (ii) the outcomes of the ROMs will be given as linear combinations of the POD modes, which in turn will be calculated precisely at Legendre collocation points. This strategy avoids interpolation between different grids, which would add spurious redundancies that would mask the true redundancies identified in the snapshots by POD. Using the Legendre collocation points, the integrals in the domain (for, e.g., the temperature field $\theta$) are approximated as

$$\int_{\Omega} \theta(x,z) \, dx \, dz \simeq \sum_{i=1}^{N} g_i \theta_i,$$ \hspace{1cm} (13)

where $i$ indicates the various collocation points in the grid, and $g_i$ are the associated Legendre–Gauss–Lobato (LGL) weights. Using this, the usual $L^2$-inner products of vector and scalar functions are approximated as

$$(\theta^1, \theta^2) = \int_{\Omega} \theta^1 \theta^2 \, dx \, dz \simeq \sum_{i=1}^{N} g_i \theta^1_i \theta^2_i,$$ \hspace{1cm} (14)

$$(\mathbf{v}^1, \mathbf{v}^2)_2 = \int_{\Omega} \mathbf{v}^1 \cdot \mathbf{v}^2 \, dx \, dz \simeq \sum_{i=1}^{N} g_i \mathbf{v}^1_i \cdot \mathbf{v}^2_i + \mathbf{w}^1_i \cdot \mathbf{w}^2_i,$$ \hspace{1cm} (15)

where $\mathbf{v}^i = (u^i, w^i), i = 1,2$, and the vectors $\theta^{1,2}, u^{1,2},$ and $w^{1,2}$ contain the values of $\theta^{1,2}, u^{1,2},$ and $w^{1,2}$ at the collocation points and $G$ is the diagonal matrix whose elements are the LGL weights. For the

![Fig. 2 Bifurcation diagram of the problem (6)-(10) at $\Gamma = 3.495$, plotting the $L^2$ norm $||u||_2$ vs. the Rayleigh number $R$. Stable branches are solid while unstable are dashed with dots.](image-url)
sake of clarity, caligraphic boldface will be used hereafter to denote matrices, while vectors containing the values of scalar variables at the collocation points will be denoted using roman boldface. To avoid confusion, the velocity components \( u \) and \( w \) will be used hereafter, instead of the velocity vector \( \mathbf{v} \).

In order to facilitate comparison with [33], the specific value \( \Gamma = 3.495 \) is considered for the aspect ratio in the applications below, where the Rayleigh number \( R \) will be varied in the range \( 0 \leq R \leq 3000 \). A linear stability analysis of the steady states of (6)-(10) has been performed in [33] considering the linearized eigenvalue problem

\[
\nabla \cdot \mathbf{v} = 0 \quad \text{in} \quad \Omega, \tag{16}
\]

\[
\partial_t \mathbf{e}_g - \nabla P + \frac{1}{\sqrt{R}} \mathbf{v} = 0 \quad \text{in} \quad \Omega, \tag{17}
\]

\[
- \mathbf{v} \cdot \nabla \mathbf{v} - \mathbf{v} \cdot \nabla \mathbf{v} + \frac{1}{\sqrt{R}} \mathbf{v} \cdot \mathbf{v} = \lambda \mathbf{v} \quad \text{in} \quad \Omega, \tag{18}
\]

with boundary conditions,

\[
\mathbf{v} = \mathbf{0}, \quad \partial_n \mathbf{v} = \mathbf{0} \quad \text{at} \quad z = 0, \quad \mathbf{v} = \mathbf{0} \quad \text{at} \quad z = 1, \tag{19}
\]

\[
\partial_n \mathbf{v} = \partial_n \mathbf{w} = \mathbf{0} \quad \text{at} \quad x = 0 \quad \text{and at} \quad x = \Gamma, \tag{20}
\]

which is obtained perturbing \( (\mathbf{v}, P, \theta) \) as \( (\mathbf{v}, P, \theta) + (\tilde{\mathbf{v}}, \tilde{P}, \tilde{\theta}) \mathbf{w}^* \) in (6)-(10) and linearizing. For the conductive state (11), the left hand sides of (16)-(18) define a linear operator that is self-adjoint with the \( L^2 \)-inner product (thus, all eigenvalues are real in this case). The bifurcation diagram giving the steady states for varying \( R \) is given in Fig. 2, as calculated in [33], plotting the \( L^2 \)-norm of the horizontal velocity component,

\[
||u||_2 = \sqrt{\int_0^1 \int_0^1 |u(x,z)|^2 \, dx \, dz} \tag{21}
\]

vs. \( R \). As can be seen, the conductive branch (11) exhibits two bifurcations in this range of \( R \). A first symmetry breaking (namely, pitchfork [27,22]) supercritical bifurcation occurs at \( R = R^1 = 1100 \), where the symmetry (12) is broken. A second pitchfork bifurcation at \( R = R^2 = 1252 \) produces two different branches of reflection symmetric solutions (namely, invariant under (12)). The bifurcation is pitchfork (and not transcritical) because it breaks the symmetry \( x \rightarrow x + 0.5 \), which is a symmetry of the extension of the problem to the infinite slab, as explained above. The symmetry (12) of the bifurcated branches is broken at two (one per branch) subcritical pitchfork bifurcations that occur at \( R = R_{\pm} = 1538 \) in both branches and produce four unstable bifurcated branches; the branches of horizontally symmetric solutions gain stability at these points, as indicated in Fig. 2.

Following ideas from [50], the intention in this paper is to calculate this bifurcation diagram using a POD + Galerkin projection ROM based on a fairly computationally inexpensive preprocess. The ROM will either preserve the exact horizontal reflection symmetry or not, comparing the outcomes of these strategies. The POD modes are calculated from snapshots computed in two ways, either from snapshots calculated by a time-dependent solver on (6)-(10) or as iterates of a Newton method, both based on Legendre collocation. But the application of these ideas requires an efficient calculation of the POD modes themselves, which is considered in the next section and is crucial to extract enough information from the snapshots, as explained below. In addition, combining POD with the symmetries of the problem is convenient.

### 3. Efficient calculation of POD modes

POD modes (and singular values) will be calculated independently for the velocity/pressure and temperature fields, and will be called *hydrodynamic* and *thermal modes*, respectively. For illustration, two sets of snapshots are calculated integrating Eqs. (6)-(10) with the Legendre CFD solver and the following initial condition

\[
(\mathbf{v}, P, \theta) = \zeta_1 (\tilde{\mathbf{v}}, \tilde{P}, \tilde{\theta}) + \zeta_2 (\tilde{\mathbf{v}}, \tilde{P}, \tilde{\theta}), \quad t = 0, \tag{22}
\]

where \( \zeta_1 = \zeta_2 = 0.1 \), and \( (\tilde{\mathbf{v}}, \tilde{P}, \tilde{\theta}) \) and \( (\tilde{\mathbf{v}}, \tilde{P}, \tilde{\theta}) \) are unit eigenvectors of (16)-(20) associated with the two most unstable eigenvalues at:

- The conductive state at \( R = 1000 \).
- The upper bifurcated state (see Fig. 2) at \( R = 1500 \). Note that the conductive state cannot be considered at \( R = 1500 \) because this state is unstable.

This gives, in both cases, \( \theta, u, w, \) and \( P \) as functions of \( (x, z, t) \). The thermal and hydrodynamic snapshots are defined as the uncoverged states

\[
\theta_j = \theta(x, z, t_j), \quad (u_j, w_j, P_j) = (u, w, P)(x, z, t_j), \tag{23}
\]

where \( t = t_j \), with \( \delta = 0.01 \) in both cases. The numbers of snapshots at \( R = 1000 \) and 1500 are 30 and 40, respectively, meaning that the time span in which the snapshots are calculated in these two cases are \( 0 \leq t \leq 30 \) for \( R = 1000 \) and \( 0 \leq t \leq 40 \), respectively. Both, the time shift \( \delta \) and the numbers of snapshots have been chosen after some calibration.

As is well-known [20], the standard method (based on the covariance matrix) to calculate POD modes and singular values is strongly affected by round off errors, which essentially halve the precision of the calculations (namely, provide results within \( 10^{-3} \) accuracy performing calculations in double precision). The difficulty is usually overcome using a more convenient method that, for the standard Euclidean product, is implemented in the Matlab routine ‘svd’. This routine will be combined in Section 3.2 with some additional ingredients.

#### 3.1. The standard method

For the sake of clarity, let us begin with the thermal modes, considering the thermal snapshots matrix, \( S_t \), whose columns \( (S_{t1}, S_{t2}, \ldots) \) are the thermal snapshots, defined in (23). The *standard method* to calculate POD modes proceeds in three steps. First, (i) the covariance matrix is defined in terms of the snapshots as

\[
\mathbf{R} = S_t S_t^T \tag{24}
\]

Namely, the elements of this (positive, semi-definite) matrix are the products of the snapshots with the inner product defined in (16), namely \( \langle S_{t1}, S_{t2} \rangle \). Then, (ii) the eigenvalues and eigenvectors of \( \mathbf{R} \) are calculated, which gives

\[
\mathbf{RV} = \mathbf{VD}^2, \tag{25}
\]

where the columns of the (generally rectangular) matrix \( \mathbf{V} \) are orthonormal eigenvectors associated with strictly positive eigenvalues, meaning that \( \mathbf{V} \) is unitary, namely

\[
\mathbf{V} \mathbf{V}^T = \mathbf{I} = \text{unit matrix}, \tag{26}
\]

and \( \mathbf{D}^2 \) is the diagonal matrix whose elements are the strictly positive eigenvalues, whose square roots are the POD singular values. As a third step, (iii) the POD modes associated with strictly positive singular values, \( Q_1, \ldots, Q_1 \), are the columns of the matrix \( \mathbf{Q} \), which is given by

\[
\mathbf{Q} = \mathbf{SVD}^{-1}. \tag{27}
\]

The POD modes are orthonormal with the inner product (14) because
as subsequently obtained using (24)-(27). This identity holds only if all operations are exact. But, because of the division by very small singular values in (27), the columns of $\mathbf{Q}$ are slightly non-orthonormal. These can be re-ortonormalized using a Gramm–Schmidt method based on the inner product (14).

The strong loss of accuracy (the double precision accuracy is halved!) in this standard method is not even mentioned in papers dealing with POD-based reduced order modeling, perhaps because no intention is usually made to retain POD modes associated with such small singular values. In this paper, instead, as in [36,49–51], we shall retain as many POD modes as possible.

3.2. The modified method

As anticipated, the reason for the inability of the standard method to calculate POD modes associated with very small singular values is related to round off errors in the calculation of the covariance matrix (24). The problematic product of snapshots in (24) can be avoided applying SVD, as has been repeatedly done in various papers [36,49–51]. The modified method is briefly described here using the inner product (14), as follows. First, apply SVD (using the quite efficient Matlab command svd-econ) to the matrix

$$\mathbf{S} = \sqrt{\mathbf{G}} \mathbf{S},$$

which is the result of multiplying in the snapshots matrix the values of the temperature at the collocation points by the square roots of the associated LGL weights. It follows that

$$\mathbf{S} = \mathbf{U} \mathbf{D} \mathbf{V}^T.$$  

The SVD decomposition (32) provides, retaining only the strictly positive singular values, the diagonal matrix $\mathbf{D}$ and the unitary matrix $\mathbf{V}$ that are readily seen to satisfy (25), which is seen (i) noticing that since

$$\mathbf{S} = (\sqrt{\mathbf{G}})^{-1} \mathbf{S} = (\sqrt{\mathbf{G}})^{-1} \mathbf{U} \mathbf{D} \mathbf{V}^T, \quad (33)$$

and that (ii) the covariance matrix can be written as

$$\mathbf{R} = \mathbf{S}^T \mathbf{G} \mathbf{S} = \mathbf{V} \mathbf{D} \mathbf{V}^T (\sqrt{\mathbf{G}})^{-1} \mathbf{G} (\sqrt{\mathbf{G}})^{-1} \mathbf{U} \mathbf{D} \mathbf{V}^T = \mathbf{V} \mathbf{D} \mathbf{V}^T,$$  

where it has been taken into account that $\mathbf{D}$ and $\mathbf{G}$ are both diagonal and $\mathbf{U}$ is unitary, then it is proved that $\mathbf{D}$ and $\mathbf{V}$ satisfy (25), as stated. POD modes are calculated substituting these matrices into (27). As in the standard method, because of division by $\sigma_j$, the POD modes calculated via (27) are slightly non-orthonormal. Again, they can be re-ortonormalized by applying the Gramm–Schmidt method with the inner product (14), which yields (cf. (27))

$$\mathbf{Q} = \mathbf{S} \mathbf{A}, \quad \text{with } \mathbf{A} = \mathbf{V} \mathbf{D}^{-1} \mathbf{T},$$  

where $\mathbf{T}$ is a lower triangular, near-identity matrix resulting from Gramm–Schmidt.

As in the previous subsection, the algorithm is summarized here for the thermal modes. Again, the hydrodynamic modes are treated similarly.

**Algorithm 1. Standard method.**

**Step 1** Construct the thermal snapshots matrix $\mathbf{S}^n = [\theta_1, \theta_2, \ldots, \theta_n] \in \mathbb{M}_{1,N}$, whose columns are the values of the thermal snapshots defined after (23) in the $l = (n + 1) \times (m + 1)$ collocation points.

**Step 2** Obtain the covariance matrix, $\mathbf{R}^n = (\mathbf{S}^n)^T \mathbf{G} \mathbf{S}^n \in \mathbb{M}_{N \times N}$, where $\mathbf{G} \in \mathbb{M}_{1,N}$ is the diagonal matrix whose elements are the LGL weights.

**Step 3** Calculate the spectral decomposition of the positive semi-definite matrix $\mathbf{R}^n$ using the Matlab command eig, as $\mathbf{R}^n = \mathbf{V}^T (\mathbf{D}^n)^T \mathbf{V}$, defined such that eigenvalues of $\mathbf{R}^n$ are the diagonal elements of $(\mathbf{D}^n)^T$ and the eigenvectors are the columns of $\mathbf{V}$.

**Step 4** Calculate the POD thermal modes associated with the $j$ unsaturated singular values as $\mathbf{Q}_j = \sum_{i=1}^{n} \mathbf{V}_i \theta_i$, $j = 1, 2, \ldots, J$.

**Step 5** Re-orthonormalize the basis $\mathbf{B}_j^{\text{new}} = \{\mathbf{Q}_1, \ldots, \mathbf{Q}_j\}$ by applying a Gramm–Schmidt method with the inner product in $L^2$ defined in (14).

Because of round off errors resulting from the multiplication of snapshots in (24), this standard method calculates the singular values $\sigma_j$ and the POD modes $\mathbf{Q}_j$ up to round off errors that (performing calculations with double precision) scale with

$$\text{error}, \sim \sigma_j^2 10^{-16} / \sigma_j^2. \quad (29)$$

This error estimate is tested for the two sets of snapshots defined after Eq. (22) in Fig. 3, where errors are calculated as exactly the POD modes provided by the modified method described in the Section 3.2 below and the estimate is based on the singular values, plotted with crosses in Fig. 4 below. Note that the errors conform reasonably well the estimate (30). Also note that for $R = 1000$, only 6 POD modes are useful; the remaining 24 POD modes exhibit 0(1) errors and are useless; similarly, only 12 modes are useful for $R = 1500$. Using the estimate (29), the number $J$ of retained POD modes for a prescribed accuracy $\varepsilon$ can be chosen as

$$\sigma_j^2 10^{-16} / \sigma_j^2 \geq \varepsilon. \quad (30)$$
Fig. 4. Thermal (left) and hydrodynamic (right) POD singular values for the the snapshots defined as explained after Eq. (23) at $R = 1000$ (upper plots) and 1500 (lower plots) calculated with the modified method considering unsymmetric (circles), symmetric (filled triangles), and antisymmetric (squares) modes. Unsymmetric modes using the standard method are plotted with crosses for reference.

Algorithm 2. Modified method.

Step 1 Construct the modified thermal snapshots matrix $\hat{S} = \sqrt{G}S$, where $G$ is the diagonal matrix whose diagonal terms are the LGL weights and $S = [\theta_1, \theta_2, \ldots, \theta_N]$ is the ordinary snapshots matrix, whose columns are the values of the thermal snapshots defined after (23).

Step 2 Calculate the singular value decomposition of $\hat{S}$ using the Matlab command svd-'econ', as $\hat{S} = U\Sigma V^T$.

Step 3 Calculate the POD thermal modes associated with the $J$ unsaturated singular values as $Q^j = \sum_{i=1}^{N} V_j^i \theta_i$, $j = 1, 2, \ldots, J$.

Step 4 Re-orthonormalize the basis $\{Q^1, \ldots, Q^J\}$ by applying a Gramm-Schmidt method with the inner product in $L^2$ defined in (14).

This method provides the singular values and modes with a precision that scales as

$$\text{error}_j \sim \sigma_j 10^{-16}/\sigma_j,$$

meaning that the number of retained modes for a given accuracy is given by

$$\sigma_j 10^{-16}/\sigma_j \leq \epsilon,$$

Comparison with (29) and (30) shows that the new method essentially (i) doubles the precision of the calculation of POD modes and singular values and (ii) is able to extract more POD modes than the standard method from the same set of snapshots. This is quite important since it allows from maximizing the information extracted from a given system of snapshots, whose calculation is usually the most computationally expensive part of the process.

For illustration, the modified method is applied to the thermal snapshots defined after Eq. (23) and the resulting singular values plotted in Fig. 4-left, where the singular values provided by the standard method are also plotted for reference. Note that, as anticipated, the modified method essentially doubles the precision of the standard method for higher order modes. Thus, it will be this more precise POD method that will be used in the remaining of the paper. At the moment, note that imposing the accuracy $\epsilon = 10^{-3}$ in (37), the method selects 9 and 15 POD thermal modes at $R = 1000$ and 1500, respectively, and that, according to (36), these modes are calculated with a very good precision. The estimate (30) for the standard method, instead, only provides 5 and 10 thermal modes, respectively, with the remaining modes being essentially useless. Also note that the number of useful modes is much larger when the snapshots result from the perturbed dynamics of the bifurcated state at $R = 1500$ than when they result from perturbations of the conductive state, at $R = 1000$. This is because the dynamics near the non-conductive state is richer.

The 12 most energetic thermal POD modes associated with the singular values at $R = 1000$ are plotted in the first two rows of Fig. 5. As expected, the spatial complexity of the modes increases as singular values decreases. Note that some modes (e.g., the third mode) are approximately symmetric and some others (e.g., the first mode), approximately antisymmetric, but the remaining modes (e.g., the second mode) do not show any symmetry, even qualitatively.

The partial derivatives of the thermal POD modes are readily calculated invoking (38) and noting that the partial derivatives are associated with linear operators. In other words, the partial derivatives of the modes are obtained by post-multiplying the matrix $A$ the matrices that give the corresponding partial derivatives of the snapshots. In particular, the first order partial derivatives, $\delta_x$ and $\delta_y$, and the Laplacian (appearing in (8)) of the thermal modes are given by
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Fig. 5. Color maps (red = 1, blue = -1) of the most energetic modes for $R = 1000$ associated with the singular values in Fig. 4-left-top, considering the 12 unsymmetric modes (first and second rows), 6 symmetric modes (third row), and six antisymmetric modes (fourth row). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

\[ \mathcal{L}^{v} \mathbf{Q} = (\mathcal{L}^{v} S) \mathbf{A}, \quad \mathcal{L}^{h} \mathbf{Q} = (\mathcal{L}^{h} S) \mathbf{A}, \quad \mathcal{L}^{p} \mathbf{Q} = (\mathcal{L}^{p} S) \mathbf{A}, \quad (38) \]

respectively. Here, $\mathcal{L}^{v}$, $\mathcal{L}^{h}$, and $\mathcal{L}^{p}$ are the Legendre collocation matrices associated with the operators $\partial_{t}$, $\partial_{x}$, and $\Delta$, respectively.

Hydrodynamic POD modes, namely modes associated with the velocity/pressure components, are calculated similarly, considering joint snapshots (according to (23)) and joint modes for the two velocity components and the pressure, and using the inner product (15). In other words, the hydrodynamic snapshots matrix, whose columns are the values the hydrodynamic variables at the $l$ collocation points, namely

\[ [u_1, \ldots, u_T, w_1, \ldots, w_T, P_1, \ldots, P_T]^{T}. \quad (39) \]

is weighted with the LGL weights to obtain the weighted snapshots matrix $\bar{S}$, whose columns are (cf. (31))

\[ (\sqrt{g_1} u_1, \ldots, \sqrt{g_T} u_T, \sqrt{g_1} w_1, \ldots, \sqrt{g_T} w_T, \sqrt{g_1} P_1, \ldots, \sqrt{g_T} P_T)^{T}. \quad (40) \]

Applying SVD to the weighted snapshots matrix $\bar{S}$, and retaining only the strictly positive singular values yields the decomposition (32), provides the singular values in the diagonal matrix $\mathbf{D}$ and the unitary matrix $\mathbf{V}$. The counterpart of (35) provides the matrix $\mathbf{A}$ and the velocity and pressure components of the hydrodynamic modes, $\mathbf{Q}_u$, $\mathbf{Q}_w$, and $\mathbf{Q}_p$, as

\[ \begin{bmatrix} \mathbf{Q}_u \\ \mathbf{Q}_w \\ \mathbf{Q}_p \end{bmatrix} = \mathbf{S} \mathbf{A}, \quad (41) \]

where the joint snapshots matrix $\mathbf{S}$ is defined such that its columns are the joint snapshots (39). Note that the pressure has not been considered in the calculation of the velocity modes and singular values, but it has been incorporated into the play only in Eq. (41) by imposing that the pressure components of the hydrodynamic modes are given by the same linear combination (namely, same matrix $\mathbf{A}$ in (41)) of snapshots as the velocity components. This means that the pressure is made somehow slaved to the velocity in this calculation. This is consistent with the standard way of treating the pressure in incompressible fluid mechanics, where the pressure can be seen as a Lagrange multiplier when the continuity equation is considered as a restriction to the momentum equations.

As it happens with thermal modes, the resulting hydrodynamic modes may be slightly oblique with the inner product (15) due to round off errors. Re-orthonormalizing these POD modes with the Gramm–Schmidt method using the inner product (15) slightly modifies the matrix $\mathbf{A}$ in (41). As in thermal modes, this matrix can also be used to calculate the partial derivatives of the POD modes in terms of their counterparts for the pressure. In particular,
the components of the gradient of pressure and the Laplacian of the velocity, appearing in (38) are calculated using the counterpart of Eq. (38), which reads

\[ L^h Q_6 = (L^h S_p) A, \quad L^h Q_p = (L^h S_p) A, \]
\[ L^h Q_u = (L^h S_u) A, \quad L^h Q_v = (L^h S_u) A, \]

where the subscripts \( P, u, \) and \( v \) in the snapshots matrix indicate those blocks of \( S \) associated with the pressure and the velocity components. The hydrodynamic singular values resulting from the hydrodynamic snapshots calculated as explained above are plotted in Fig. 4, both as calculated by this modified method and by the standard method. Note that the hydrodynamic modes follow similar trends as the thermal modes discussed above, which means that thermal and hydrodynamic modes are strongly correlated. This could suggest considering joint hydrodynamic/thermal modes in the Galerkin projection, which could be appropriate to construct some particular solutions. Nevertheless, the velocity and temperature fields play a fairly different role in the conductive and convective solutions, and thus independent hydrodynamic and thermal modes will be used in the remaining of the paper.

### 3.3. Reflection symmetric and anti-symmetric POD modes

As calculated above, hydrodynamic and thermal POD modes have been calculated ignoring the exact reflection symmetry (12). As a consequence, the Galerkin system obtained in the next section using these modes will not preserve this symmetry. On the other hand, because of invariance of the governing equations under the symmetry (12), the result of applying this symmetry to the POD modes are also acceptable POD modes, which in principle (except for redundancies among the resulting set of modes) doubles the number of POD modes that are extracted from a given set of snapshots. This is quite convenient since computation of snapshots is the most computationally expensive part of the process. Both aims, namely obtaining a symmetry preserving Galerkin system (in Section 4 below) and enlarging the number of useful POD modes are reached considering reflection symmetric and anti-symmetric modes that, as in [42,43], are calculated in two steps. Namely, (i) the snapshots are decomposed into their reflection symmetric and anti-symmetric parts, as

\[ (u, w, P, \theta)^\pm (x, z) = [(u, w, P, \theta)(x, z) \pm (-u, w, P, \theta)(-x, z)]/2, \]

and (ii) POD is applied separately (as explained in Section 3.2) to the hydrodynamic and thermal parts of the symmetric/antisymmetric snapshots, which produces symmetric and antisymmetric singular values and POD modes, denoted hereafter with the superscripts + and −, respectively. Note that now, the error estimate and the selection of the number of modes to be retained in the symmetric and antisymmetric modes, \( J^+ \) and \( J^- \), respectively, (36) and (37) must be replaced by

\[ \text{error}^+ \sim \max[\sigma_1^+, \sigma_1^-] 10^{-16}/\sigma_1^+, \]

meaning that the number of retained modes for a given accuracy is given by

\[ \max[\sigma_1^+, \sigma_1^-] 10^{-16}/\sigma_1^+ < \varepsilon. \]

For illustration, the reflection-symmetric and anti-symmetric, hydrodynamic and thermal singular values calculated from the snapshots (23) are plotted in Fig. 4, where comparison is visible with the singular values that result ignoring the symmetry. Note that taking the required accuracy \(\varepsilon = 10^{-3}\), Eq. (45) selects \( J^+ = J^- = 5 + 5 = 10\) and \( J^+ + J^- = 28\) thermal modes for \(R = 1000\) and 1500, respectively, while the counterparts of these numbers were 9 and 15, respectively, when the symmetry was ignored. Thus, the effect of the symmetry is quite clearly appreciated at \(R = 1500\), where the number of retained modes is essentially doubled by the symmetry, which is due to the fact that the dynamics implicit in the snapshots is richer in this case. Fig. 4 also shows that the hydrodynamic modes follow a similar trend. Thus, taking the exact symmetry into account increases the number of useful POD modes, as anticipated.

In order to further appreciate the role of the horizontal symmetry, the six most energetic symmetric and antisymmetric thermal POD modes associated with the singular values in Fig. 4 are provided in the third and fourth rows in Fig. 5, where comparison with the unsymmetric modes in the first two rows leads to two interesting conclusions. On the one hand, the second, fourth, fifth, and sixth symmetric modes and the first antisymmetric modes are fairly close to some unsymmetric modes, but these are calculated now more accurately; for instance, the sixth symmetric mode satisfies (44) with \(\varepsilon = 10^{-5}\), while the 11th unsymmetric mode only satisfies (37) with \(\varepsilon = 10^{-1}\). In contrast, some other symmetric/antisymmetric modes (e.g., the first symmetric mode) show a new structure, not apparent in the unsymmetric modes, which illustrates the ability of the symmetric POD method to uncover more patterns than the standard POD in the set of snapshots. Summarizing, Fig. 5 confirms that, as anticipated, the symmetric POD method enlarges the number of useful POD modes that can be extracted from a given set of snapshots.

### 4. A preprocessed POD + Galerkin projection method to calculate the bifurcation diagram

Let us first construct the Galerkin system and then use it to calculate the bifurcation diagram for (6)–(10), associated with steady solutions. For the sake of clarity, the Galerkin system is first described in Section 4.1 projecting on the hydrodynamic and thermal unsymmetric POD modes calculated in Section 3.2. Then, a horizontal symmetry preserving Galerkin system is derived in Section 4.2 that takes the exact horizontal symmetry into account, using the POD modes calculated as explained in Section 3.3.

The Galerkin systems can be used to calculate bifurcation diagrams as explained in Section 4.3, using a simple continuation method. These methods are applied to the thermal convection problem in Section 5, where the snapshots will result from runs of either a time dependent solver (already used for illustration in Section 3) or a Newton method.

#### 4.1. The Galerkin system

The steady solutions of (6)–(10) are sought expanding the velocity/pressure and temperature fields at the collocation points into POD modes as

\[ (u, w, P) \approx (u^{\text{GS}}, w^{\text{GS}}, P^{\text{GS}}) = \sum_{j=1} J^u A_t Q_{u0}^t + B_t Q_{v0}^t, \quad \theta \approx \theta^{\text{GS}} = \sum_{j=1} J^\theta B_t Q_{\theta0}^t, \]

(46)

where \( Q_{u0}^t, Q_{v0}^t, Q_{\theta0}^t \) and \( Q_{u0}^t \) are the hydrodynamic and thermal POD modes, computed as explained in Section 3.2; the numbers of retained hydrodynamic and thermal modes, \( J_u \) and \( J_v \), are selected as also explained in Section 3.2. The hydrodynamic and thermal amplitudes, \( A_t \) and \( B_t \), are calculated substituting (46) into (7) and (8) and multiplying the resulting equations by \( Q_{u0}^t \) and \( Q_{v0}^t \) with the inner products (15) and (14), respectively, which yields the following Galerkin system (GS)

\[ L^{11} A + L^{12} B = 0, \quad dA/dt = L^{21} A + L^{22} B - \beta(A, B), \]

(47)
where the $\mathbf{A} = (A_1, \ldots, A_n)^T$ and $\mathbf{B} = (B_1, \ldots, B_n)^T$ are the amplitude vectors, and the components of the matrices $\mathbf{L}^{11}$, $\mathbf{L}^{21}$, and $\mathbf{L}^{22}$ and the vector function $\mathbf{f}$ are given by

$$
\mathbf{L}_{jk}^{11} = \frac{1}{\sqrt{\mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{11} \mathbf{Q}_k) + \mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{31} \mathbf{Q}_k)},
$$

$$
\mathbf{L}_{jk}^{12} = \frac{1}{\sqrt{\mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{12} \mathbf{Q}_k) + \mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{32} \mathbf{Q}_k)}},
$$

$$
\mathbf{L}_{jk}^{22} = \frac{1}{\sqrt{\mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{22} \mathbf{Q}_k)}},
$$

(48)

(49)

(50)

Here, $\mathbf{L}^{11}$, $\mathbf{L}^{12}$, and $\mathbf{L}^{22}$ are the collocation matrices associated with the operators $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$, respectively, $\mathbf{A}^T$, $\mathbf{B}^T$, and $\mathbf{C}^T$ are the expansions (46) and the operator $\cdot$ denotes component-by-component multiplication. Note that:

- The coefficient of $\mathbf{B}$ in Eq. (47) is the unit matrix because the thermal modes are orthonormal.
- Neither the continuity equation nor the boundary conditions have been used. This is because these linear homogeneous constraints are identically satisfied by the snapshots and thus by the POD modes (which are linear combinations of the snapshots) as well.
- The matrices $\mathbf{L}^0$ are such that

$$
(\mathbf{L}^{11})^T = \mathbf{L}^{11}, \quad (\mathbf{L}^{12})^T = \mathbf{L}^{21}, \quad (\mathbf{L}^{22})^T = \mathbf{L}^{22}.
$$

(51)

- Also, because the hydrodynamic modes satisfy the continuity equation, whose discrete version is

$$
\mathbf{L}^0 \mathbf{Q}_i^h + \mathbf{L}^0 \mathbf{Q}_i^w = 0,
$$

(52)

the second term in the expression of $\mathbf{L}^{11}$, i.e. the pressure term, identically vanishes, since

$$
\mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{11} \mathbf{Q}_k) + \mathbf{Q}_j^T \mathbf{G} (\mathbf{L}^{31} \mathbf{Q}_k) = (\mathbf{L}^{11} \mathbf{Q}_k + \mathbf{L}^{31} \mathbf{Q}_k)^T \mathbf{Q}_j^h = 0,
$$

(53)

where the second expression follows using the finite-dimensional version of the identity

$$
\int_\Omega \mathbf{v} \cdot \nabla \mathbf{P} dxdz = - \int_\Omega \nabla \cdot \mathbf{v} dxdz = 0,
$$

(54)

which is readily obtained integrating by parts and taking into account that $\mathbf{v} = 0$ at the boundary.

### 4.3. Calculation of the bifurcation diagram using the Galerkin system

Once the GS has been calculated, either taking the reflection symmetry into account or not, it can be used to calculate the bifurcation diagrams autonomously, namely not relying any more on the original governing equations (6)–(10), which are only used in the preprocess to calculate sets of snapshots.

The GS (47) is a system of differential algebraic equations (DAEs) that can be integrated numerically to obtain time dependent solutions. Also, the steady states are given by the system of nonlinear equations

$$
\mathbf{L}^{11} \mathbf{A} + \mathbf{L}^{12} \mathbf{B} = 0, \quad \mathbf{L}^{21} \mathbf{A} + \mathbf{L}^{22} \mathbf{B} - \beta (\mathbf{A}, \mathbf{B}) = 0.
$$

(59)

In particular, the conductive state is

$$
\mathbf{A} = 0, \quad \mathbf{B} = 0.
$$

(60)

The stability of a steady state is analyzed solving the linear eigenvalue problem

$$
\mathbf{L}^{11} \mathbf{A} + \mathbf{L}^{12} \mathbf{B} = 0, \quad \mathbf{L}^{21} (\mathbf{A}) \mathbf{A} + \mathbf{L}^{22} (\mathbf{A}) \mathbf{B} + \beta (\mathbf{A}, \mathbf{B}) = 0.
$$

(61)

Here, the matrices $\mathbf{L}^{21}$ and $\mathbf{L}^{21}$ depend on $\mathbf{A}$ and $\mathbf{B}$ and are given by

$$
\mathbf{\tilde{L}}^{21} = \mathbf{L}^{21} - \mathbf{L}^{21} (\mathbf{B}), \quad \mathbf{\tilde{L}}^{22} = \mathbf{L}^{22} - \mathbf{L}^{22} (\mathbf{A}),
$$

(62)

where the matrices $\mathbf{L}^0$ and $\mathbf{L}^0$ are the associated with the operators $\mathbf{\tilde{A}} = \mathbf{L}^{01} (\mathbf{A}, \mathbf{B})$, $\mathbf{\tilde{B}} = \mathbf{L}^{02} (\mathbf{A}, \mathbf{B})$.

(63)

For the conductive state (60), these matrices are not needed because

$$
\mathbf{\tilde{L}}^{21} = \mathbf{L}^{21}, \quad \mathbf{\tilde{L}}^{22} = \mathbf{L}^{22}.
$$

(64)

The bifurcation diagram could be calculated using pseudo-archlength continuation [1]. Here, instead, continuation will be performed as in [33], which will facilitate comparison of the computational efforts associated with the Lagrange collocation method and the GS. Specifically, continuation is based on the Newton method that, at each step, corrects the hydrodynamic and thermal amplitude vectors as

$$
(\mathbf{A}, \mathbf{B}) \rightarrow (\mathbf{A} + \mathbf{\delta A}, \mathbf{B} + \mathbf{\delta B}),
$$

(65)

where the corrections are calculated solving the following linear system

$$
\mathbf{L}^{11} \mathbf{A} + \mathbf{L}^{12} \mathbf{B} = -[\mathbf{L}^{11} \mathbf{A} + \mathbf{L}^{12} \mathbf{B}],
$$

(66)

$$
\mathbf{\tilde{L}}^{21} (\mathbf{A}) \mathbf{A} + \mathbf{\tilde{L}}^{22} (\mathbf{A}) \mathbf{B} = -[(\mathbf{L}^{21} \mathbf{A} + \mathbf{L}^{22} \mathbf{B} - \beta (\mathbf{A}, \mathbf{B})],
$$

(67)

with the matrices $\mathbf{L}^0$ and $\mathbf{L}^0$ as given by (48), (49) and (62). It must be noted here that the matrices $\mathbf{\delta A}$ may be calculated from the outset (at each $h$) in the iteration procedure, but the bilinear vector function $\beta$ and the matrices $\mathbf{\tilde{L}}^{21}$ and $\mathbf{\tilde{L}}^{22}$ must be calculated reconstructing (at all collocation points) the velocity and temperature fields in the previous iteration step. This is the most computationally expensive part in the calculation, and could be improved either by using an inner product based on fewer grid points or taking advantage of the fact that $\beta$ is bilinear and writing its components as

$$
\mathbf{\beta} (\mathbf{A}, \mathbf{B}) = \sum_{j=1}^n b_{ji} \mathbf{A}_j \mathbf{B}_i,
$$

where the coefficients $\mathbf{b}_{ij}$ can be calculated in the preprocess using, e.g., a discrete empirical interpolation.
method [12]. But these improvements are outside the scope of this paper.

The system (66) and (67) is solved for values of the Rayleigh number $R$ in the interval $1000 \leq R \leq 3000$ to construct the bifurcation diagram using the POD modes, taking the symmetry into account or not. The process is performed starting with a known solution from the Legendre solver at a value of the Rayleigh number $R = 1000$ and increasing $R$ in small steps. At each new value of $R$, the initial iterate for the Newton method is the steady state for the former value of $R$, except near the bifurcation points, which require specific treatment. The method proceeds in six steps, as follows:

1. To begin with, the stability of the conductive branch (60) and threshold values of the Rayleigh number at the bifurcation points in this branch are analyzed by solving the (generalized) eigenvalue problem (61), with the coefficient matrices as given by (64). In particular, the threshold values of $R$, $R_s$, are calculated (via, e.g., the secant method) from the scalar equation

$$\det \mathcal{L} = 0, \quad \text{with} \quad \mathcal{L} = [\mathcal{L}^{11}, \mathcal{L}^{12}, \mathcal{L}^{21}, \mathcal{L}^{22}].$$

(68)

Note that because of (51), the matrix $\mathcal{L}$ is symmetric, which means that the eigenvalues of (61) are all real for the conductive state, which is consistent with the similar property for the governing equations, mentioned after the formulation (16)–(20). Eq. (68) provides the thresholds $R_s^1$ and $R_s^2$ in Fig. 2.

2. At each bifurcation point, the bifurcated branches are initiated (for $R$ both slightly smaller and larger than $R_s$) using the Newton method described above with an initial iterate

$$\begin{pmatrix} A \ B \end{pmatrix} = \begin{pmatrix} A \ B \end{pmatrix} \begin{pmatrix} \overline{A} \ \overline{B} \end{pmatrix},$$

(69)

where $(\overline{A}, \overline{B})$ is an eigenvector of (61) associated with $\lambda = 0$. This must be performed for both $\alpha > 0$ and $\alpha < 0$, with $|\alpha|$ conveniently small, but not too small, to avoid decaying to the conductive state (60). Near, e.g., the pitchfork bifurcation at $R = R^1_2$ in Fig. 2, one point is obtained at each of the bifurcated branches for $R > R^1_2$ and nothing new for $R < R^1_2$. The same behaviour is observed in the pitchfork bifurcation at $R = R^2_2$. It is to be noted that this Newton iteration can be very slow if $R$ is too close to $R^1_2$ and $R^2_2$.

3. The continuation process is performed as follows: we start with a known solution from the Legendre solver at a value of the Rayleigh number $R_s$. Once the system is solved, the solution at $R_s$ is obtained by solving (66) and (67) with initial condition obtained in the previous step. Therefore, the process continues solving the linear system at $R_s$ from the solution at $R_{s-1}$.

4. The secondary pitchfork bifurcations at the solutions branches are identified using the counterpart of (68) for general, non-conductive states, namely

$$\det \overline{\mathcal{L}} = 0, \quad \text{with} \quad \overline{\mathcal{L}} = [\overline{\mathcal{L}}^{11}, \overline{\mathcal{L}}^{12}, \overline{\mathcal{L}}^{21}, \overline{\mathcal{L}}^{22}].$$

(70)

Thus, the sign of the left hand side of (70) can be monitored along the solution branches and note that a change in this sign indicates that a bifurcation point is nearby. Precise calculation of the new bifurcation points is performed solving (70) with the secant method. This identifies in Fig. 2 the two pitchfork bifurcations that occur at $R = R^1_2$.

5. The new branches emanating at these bifurcation points are continued numerically as explained in steps 2 and 3 above. This provides the new bifurcated branches that appear in Fig. 2 at $R = R^1_2$.

6. The process continues identifying new bifurcations points in the new branches and continuing along the branches as explained above.

5. Results for the thermal convection problem

The GSs described in Section 4 are constructed for the thermal convection problem (6)–(10) as follows. The POD modes calculated from snapshots calculated at $R = 1000$ and 1500, as explained in Section 3, by the time-dependent solver (to be called temporal snapshots below) will be first used to construct the GS in Section 5.1, while new POD modes resulting from snapshots computed by a Newton method (to be called Newton snapshots) at the same values of $R$ will be considered in Section 5.2. In both cases, according to our discussion in Section 3 and 4, four ROMs will be considered, namely:

- **Unsymmetric ROM** (see Section 4.1), using the modes calculated as explained in Section 3.2, which do not take the symmetries into account.
- **Symmetry-preserving ROM** (see Section 4.2), using the POD modes calculated as explained in Section 3.3, which take the horizontal reflection symmetry into account.

Each of these ROMs will use some snapshots calculated at either $R = 1000$ or $R = 1500$. In all cases, the numbers of retained hydrodynamic and thermal modes ($n_p$ and $n_e$, respectively) will be chosen after some calibration on the resulting bifurcation diagrams, beginning with the numbers of POD modes selected in Section 3.

Concerning the computational cost, the full spectral Legendre collocation solver with an expansion of $17 \times 13$ modes involves $18 \times 14$ collocation points. Since the system involves four scalar flow variables, the total number of unknowns and equations is $4 \times 18 \times 14$. Typical numerical tasks such as simulating time dependent runs or using a Newton solver to calculate steady states require solving linear iterations which in turn require calculating residuals. Taking into account the tensorial nature of the spectral decomposition, calculating residuals involves a computational effort that scales as worse as $O(4 \times 18^2 \times 14)$ (see, e.g., [9,11]). The residuals of the GS retaining $n_p$ hydrodynamic modes and $n_e$ thermal modes, using the whole $18 \times 14$-mesh to perform Galerkin projection involves a computational effort that scales with $18 \times 14 \times (n_p + n_e)$. Therefore, the ratio of the CPU times required by the full Legendre solver and the GS scales with $4 \times 18^2/(n_p + n_e)$, which means that the acceleration factor will not be quite large, except for small $n_p + n_e$. But it must be kept in mind that this ratio can be highly decreased using a smaller number of mesh points to perform the Galerkin projection, which will be done elsewhere. In any event, comparing with other reduced methods, the offline time is much less expensive in this case because snapshots are calculated for just one value of the Rayleigh number. For instance, according to Table 1 below, the total (offline + online) CPU time required to calculate the bifurcation diagram with the present method is approximately 2 (in general less than 2) CPU minutes, while the time required by Legendre solver is 8.744 CPU minutes. The offline CPU time, which is what the new ideas in the paper try to decrease by calculating the snapshots at just one value of $R$, is only $O(10^{-2})$ minutes.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Hydrodynamic ($n_p$) and thermal ($n_e$) retained modes and (offline + online) CPU time (in minutes) required to calculate the bifurcation diagram by the unsymmetric and symmetry preserving ROMs based on the temporal POD snapshots calculated at $R = 1000$ and 1500, as indicated.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapshots calculated at</td>
<td>$R = 1000$</td>
</tr>
<tr>
<td>Unsymmetric ROM</td>
<td>7</td>
</tr>
<tr>
<td>Symm. preser. ROM</td>
<td>5 + 5</td>
</tr>
</tbody>
</table>
Fig. 6. Bifurcation diagrams for (6)-(10), as calculated using the full Legendre collocation method (solid lines) and the ROMs (dashed lines), considering the unsymmetric ROM (left) and the reflection symmetric ROM (right), based on temporal POD modes calculated at $R = 1000$ (top) and 1500 (bottom).

Fig. 7. Thermal (left) and hydrodynamic (right) POD singular values calculated with the standard (crosses) and modified (circles) methods not attending the reflection symmetry (12), and taking the exact horizontal reflection symmetry into account, plotting symmetric (filled triangles) or antisymmetric (squares). The values for crosses, circles and triangles are plot indistinguishable.

Fig. 8. Counterparts of Fig. 7-left using the Newton thermal snapshots at $R = 1500$ near the convective (left) and conductive (right) states.
Table 2
Counterpart of Table 1 using the Newton snapshots for the six ROMs, as indicated. Convective and conductive snapshots at $R = 1500$ are labeled as 'conv.' and 'cond.', respectively.

<table>
<thead>
<tr>
<th>Snapshots at $R =$</th>
<th>1000</th>
<th>1500 conv.</th>
<th>1500 cond.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n_p$</td>
<td>$n_t$</td>
<td>CPU</td>
</tr>
<tr>
<td>Unsymmetric ROM</td>
<td>4</td>
<td>2</td>
<td>1.708</td>
</tr>
<tr>
<td>Symm. preser. ROM</td>
<td>$4 + 4$</td>
<td>$2 + 2$</td>
<td>1.754</td>
</tr>
</tbody>
</table>

5.1. Galerkin systems based on temporal modes

Let us now consider the temporal snapshots calculated by the time-dependent solver and apply the two above mentioned ROMs. Using (30) and (45) for the unsymmetric and symmetry-preserving ROMs, respectively, the numbers of the hydrodynamic and thermal modes are summarized in Table 1. The larger number modes at $R = 1500$ is due to the fact that the dynamics near the non-conductive state is richer. The required CPU times using a 3.06 GHz Intel microprocessor are also given in Table 1. Note that the ROMs overperform the Legendre solver (which requires 8.744 CPU minutes) by a factor larger than 4.

The symmetric and unsymmetric ROMs considered in Table 1 produce the bifurcation diagrams given in Fig. 6, where the $L^2$-norm of the horizontal velocity component (21) is plotted vs. $R$. As can be seen in this figure:

- In all cases, the ROMs produce bifurcation diagrams that approximate that computed by the Legendre solver within a $O(10^{-1})$-error in the whole interval. This error is only of the order of $O(10^{-4})$ near the values of the Rayleigh number where the snapshots were calculated (namely, at $R = 1000$ and 1500) and smoothly worsens as the Rayleigh number is increased.
- With the snapshots calculated at $R = 1000$, the unsymmetric and the symmetry-preserving ROMs produce similar results.

![Fig. 9. Counterpart of Fig. 6 comparing the results by the full Legendre solver (solid lines) and the ROMs (dashed lines), considering the unsymmetric (left) and reflection symmetric (right) ROMs, with snapshots calculated at $R = 1000$ (top), $R = 1500$ using convective snapshots (middle), and 1500 using conductive snapshots (bottom).](image-url)
6. Concluding remarks

A Galerkin method based on POD has been presented to construct the bifurcation diagram giving the steady states, as the Rayleigh number is varied, in a two-dimensional Rayleigh–Bénard convection problem for large Prandtl number in a rectangular box. Because of an appropriate combination of slip/noslip boundary conditions, this problem exhibits a horizontal reflection symmetry. The POD modes have been obtained from snapshots computed by the Legendre solver at just one value of the Rayleigh number. The snapshots have been calculated as unconverged states of iterates converging to a steady state (either a conductive or convective steady state), either using a time-dependent solver or a Newton method. Maximizing the information contained in these unconverged snapshots has required using an improved version of the standard method to calculate the POD modes. The modified method provides good approximations of the POD modes associated with very small singular values. In addition, the POD modes have been obtained in two ways, namely ignoring the horizontal reflection symmetry or taking this symmetry into account.

Using POD modes calculated in the various above mentioned ways, several Galerkin systems have been obtained that were combined with a basic continuation method to compute the bifurcation diagram in the Rayleigh number range $1000 \leq R \leq 3000$. As general conclusions from this analysis, it has been shown that:

- Calculating the snapshots from outcomes of the Legendre solver at just one value of the bifurcation parameter means that the computational cost of the preprocess is very small. In fact, the whole computational cost (proprocess + online operation) of the method at least four times smaller than that the Legendre solver.
- The specific value of the Rayleigh number where snapshots are calculated is not critical, but it can be chosen with great flexibility.
- The number of snapshots calculated by the time-dependent solver is larger than when using the Newton method.
- The reflection symmetry allows for extracting a larger number of useful POD modes from a set of un-symmetric snapshots.
- The approximated bifurcation diagram calculated with the various Galerkin systems is reasonably good. Departure from its counterpart calculated by the full Legendre solver is less than $O(10^{-7})$ near the values of the Rayleigh number where the snapshots were calculated and it smoothly worsens as the Rayleigh number is increased.

The performance of the ROM could be improved in various ways. On the one hand, a more efficient projection of the nonlinear terms onto the POD modes, which has been made here upon reconstruction of the nonlinear terms and projection using the standard $L^2$-inner product, which involves a fairly large computational cost to project the nonlinear terms. Instead, the Galerkin projection can be performed using a scalar product based on a few amount of points [39,51] or the so-called discrete empirical interpolation [12] can be used. Also, an adaptive method can be used to combine on demand the low-dimensional ROM system and the Legendre numerical solver. None on these improvements have been used here, where the main focus has been to illustrate how the usual way to calculate snapshots in the preprocess can be substituted by a more flexible and computational inexpensive method. Any improvement in the online operation of the ROM would further increase its overall performance.
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