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Abstract—In this letter, we show how the dimension of power control equation systems can be reduced from $K$, the number of users in the system, to $M$, the number of cells, without any loss of generality or accuracy. Decentralized downlink power control algorithms are then presented which generalize previously proposed ones broadening the range of application while maintaining reduced complexity.

Index Terms—Code-division multiple access, power control.

I. INTRODUCTION

In this letter, we show how the dimension of power control equation systems can be reduced from $K$, the number of users in the system, to $M$, the number of cells, without any loss of generality or accuracy. Decentralized downlink power control algorithms are then presented which generalize previously proposed ones broadening the range of application while maintaining reduced complexity.

II. UPLINK POWER CONTROL EQUATIONS

We consider the uplink of a cellular code-division multiple-access (CDMA) system with $M$ cell sites and $K$ users that are received by means of conventional matched-filter detection. A “snapshot” of the cellular network is analyzed. We assume that

1. Soften hand-off, based on macrodiversity combining, could be analyzed by a similar procedure to that in Section III-B.
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The condition that the SIR equals its target value for every user \( k \in \{1, \ldots, K\} \)

\[
\frac{\alpha(\phi(k), k)P(k)}{\sum_{j=1}^{K} \alpha(\phi(k), j)P(j) + n(\phi(k))} = \gamma(k)
\]  

(1)

results in a linear system \( \mathbf{A} \mathbf{P} = \mathbf{N} \), where \( \mathbf{A} \) is the \( K \times K \) matrix given by

\[
A(i, j) = \begin{cases} 
-\frac{\alpha(\phi(i), j)}{\gamma(i)}, & \text{for } i \neq j \\
\frac{\alpha(\phi(i), i)}{\gamma(i)}, & \text{for } i = j 
\end{cases}
\]  

(2)

\( \mathbf{N} = [n(\phi(1)) \cdots n(\phi(K))]^\top \) and \( \mathbf{P} \) is the vector of unknown transmitted powers. This constitutes the microscopic description of the network. Assuming \( \mathbf{A} \) nonsingular, the transmitted power values \( P(k) \) can be computed from \( \alpha, \mathbf{n}, \gamma, \) and \( \phi \) in \( O(K^3) \) operations as follows:

- \( K \) divisions are needed for the diagonal elements of \( \mathbf{A} \);
- \( K^3/3 + K^2/3 \) multiplications/divisions (m/d) and \( K^3/3 + K^2/2 - 5K/6 \) additions/subtractions (a/s) are required to solve the linear system by Gauss elimination [4, Theorem 3.5]

which amount a total of \( K^3/3 + K^2/3 + 2K/3 \) m/d and \( K^3/3 + K^2/2 - 5K/6 \) a/s.

In [2] a macroscopic description in terms of received powers is given for the case when all target SIRs are equal. Such description is possible because in this particular case the solution gives equal received powers for all the users assigned to the same base station. In [3] a different point of view is taken, in which an approximation is made to include the desired signal in the interference. A macroscopic \((M \times M)\) description is then derived in terms of certain interference variables (defined per base station). However, the approximation is not acceptable for relatively low processing gains. This undesirable feature can be avoided by means of a simple observation: the condition (1) for the SIR of a given user \( k \) is equivalent to the following condition on the signal to signal-plus-interference ratio (SSIR):

\[
\frac{\alpha(\phi(k), k)P(k)}{\sum_{j=1}^{K} \alpha(\phi(k), j)P(j) + n(\phi(k))} \geq \frac{\gamma(k)}{1 + \gamma(k)} \triangleq \tilde{\gamma}(k).
\]  

(3)

This implies that the approximate description of [3] will be exact if the target values \( \gamma(k) \) are substituted by \( \tilde{\gamma}(k) \). Furthermore, a simpler formulation than that in [3] can be made if we work with the signal plus total interference instead of the internal interference as is done therein. For each base station \( m \) let us define the variable \( \mathcal{R}(m) = \sum_{k=1}^{K} \alpha(m, k)P(k) + n(m) \), that represents the sum of all received power (including thermal noise) at base station \( m \). The variables \( \mathcal{R}(m) \) verify the equation system

\[
\mathbf{G} \mathbf{R} = \mathbf{n}
\]  

(4)

with the \( M \times M \) matrix \( \mathbf{G} \) defined as

\[
G(m, n) = \delta_{m, n} - \sum_{k \in \mathcal{M}(n)} \frac{\alpha(m, k)\tilde{\gamma}(k)}{\alpha(n, k)}.
\]  

(5)

From \( \mathbf{R} \), the transmitted powers are readily calculated as

\[
P(k) = \frac{\tilde{\gamma}(k)}{\alpha(\phi(k), k)} R(\phi(k)).
\]  

(6)

This way, an exact calculation of the power values can be made in a general setting with \( O(M^3 + KM) \) operations:

- \( \mathbf{G} \) can be constructed from \( \alpha, \mathbf{n}, \gamma, \) and \( \phi \) with \( 2MK \) m/d and \( MK \) a/s by the following procedure: initialize \( \mathbf{G} \) to the identity matrix, and for every cell \( m \) and every user \( k \) subtract \( (\alpha(m, k)/\alpha(\phi(k), k))\tilde{\gamma}(k) \) from \( G(m, \phi(k)) \).
- The linear system (4) is solved with \( M^3/3 + M^2 - M/3 \) m/d and \( M^3/3 + M^2/2 - 5M/6 \) a/s.
- \( \mathbf{P} \) is computed from \( \mathbf{R} \) with \( 2K \) m/d.

The total number of operations is thus \( M^3/3 + M^2 - M/3 + 2K(M + 1) \) m/d and \( M^3/3 + M^2/2 + (K - 5/6)M \) a/s.

In comparison with the microscopic description, and for the range of values of interest of \( K \) and \( M \), the macroscopic approach reduces the number of required operations.

### III. DOWNLINK POWER CONTROL EQUATIONS

Dimension reduction can similarly be achieved for the downlink. Since soft hand-off is implemented in the downlink by diversity combining, the analysis is not as straightforward as in the uplink. An analysis without hand-off is firstly presented, and soft hand-off is then incorporated.

#### A. Analysis Without Soft Hand-Off

Assuming that every mobile is connected to only one cell, the downlink analysis is similar to that for the uplink, except for the following differences:

- the transmitter and receiver sides are interchanged;
- the base station transmits a pilot and other control (non-traffic) channels, which are seen as additional interference;
- interfering signals within the cell are partially orthogonal to the desired signal.

The system downlink is characterized by matrices \( \alpha, \phi, \) and \( \gamma \)

analogous to those of the uplink (with different values in general), a \( K \)-element noise vector \( \mathbf{N} \), where \( N(k) \) is the thermal noise power at mobile \( k \), an \( M \)-element nontraffic power vector \( \pi \)

where \( \pi(m) \) is the power transmitted by cell \( m \) in the pilot and control channels, and an \( M \times K \) orthogonality matrix \( \mathbf{p} \)

where \( \rho(m, k) \) is the orthogonality factor for signals from base station \( m \) as seen by user \( k \), i.e., if user \( k \) is assigned to cell \( m \), interference from the other signals transmitted by this cell is reduced by a factor \( \rho(m, k) \).

Let us define \( \beta(m, k, m) = \rho(m, k) \) if \( m = n \) and 1 otherwise, and a vector \( \mathbf{N} \) with components \( N(k) = \sum_{m=1}^{M} \alpha(n, k)\beta(n, k, \phi(k))\pi(m) + N(k) \).

The microscopic system for the powers transmitted to the mobiles

\( f(u, v) \) is said to be \( O(g(u, v)) \) if \( f(u, v) \leq c g(u, v) \) for some positive constant \( c \) and sufficiently high values of both \( u \) and \( v \) [5, Sec. 3.5].
from their serving base stations is formulated as $AP = \tilde{N}$, with

$$A(i,j) = \begin{cases} \frac{-\alpha(i,j)\beta(j,i)}{\gamma(i,j)}, & \text{for } i \neq j \\ \frac{\alpha(i,j)}{\gamma(i,j)}, & \text{for } i = j \end{cases} \tag{7}$$

Defining the vector $T$, where $T(m) = \sum_{k \in \phi^{-1}(m)} P(m) + \pi(m)$ is the total power transmitted by cell $m$, and

$$\tilde{\gamma}(k) = \frac{\gamma(k)}{1 + \rho(\phi(k),k)\gamma(k)} \tag{8}$$

this linear system can be reduced to a macroscopic one

$$HT = \nu \tag{9}$$

and a set of $K$ equations

$$P(k) = \frac{\tilde{\gamma}(k)}{\alpha(\phi(k),k)} \left( \sum_{n=1}^{M} \alpha(n,k)\beta(n,k,\phi(k))T(n) + N(k) \right) \tag{10}$$

with the matrix $H$ and the column vector $\nu$ given by

$$H(m,n) = \delta_{mn} - \sum_{k \in \phi^{-1}(m)} \frac{\alpha(n,k)\beta(n,k,m)\tilde{\gamma}(k)}{\alpha(m,k)} \tag{11}$$

$$\nu(m) = \pi(m) + \sum_{k \in \phi^{-1}(m)} \frac{\tilde{\gamma}(k)N(k)}{\alpha(m,k)} \tag{12}$$

The reduction in computational complexity is roughly similar to that in the uplink. Note that $\tilde{\gamma}(k)$ as given by (8) does not have the simple interpretation of a SSIR, because of the factor $\rho(\phi(k),k)$. It will nevertheless be referred to as SSIR in the sequel.

B. Analysis with Soft Hand-Off

A mobile in soft hand-off receives and combines signals transmitted to it by two or more cells. Assuming maximal-ratio combining, the resulting SIR is the sum of the SIRs corresponding to each of the received signals [6, Sec. 7.4].

A microscopic description can be made defining an $M \times K$ assignment matrix $\chi$, where $\chi(m,k)$ is the fraction of target SIR $\gamma(k)$ of mobile $k$ that is fulfilled by base station $m$ ($\chi(m,k) = 0$ if cell $m$ is not serving user $k$). Observe that this interpretation is possible due to the aforementioned additive decomposition of the SIR.\footnote{It also requires that the target SIR for user $k$ be equal for all cells.} The assignment matrix is a generalization of the assignment vector $\phi$ used in the analysis without hand-off (the latter being equivalent to $\chi(m,k) = \delta_{mk}\alpha(m,k)$), and is assumed to be fixed. Imposing the condition $\sum_{k=1}^{M} \chi(m,k) = 1$ the SIR experienced by user $k$ will be $\sum_{m=1}^{M} \chi(m,k)\gamma(k) = \gamma(k)$. Thus, each mobile can be "split" into $M$ fictitious mobiles with target SIRs $\chi(m,k)\gamma(k)$, and the situation is equivalent to an $MK$ user system without soft-hand-off. Denoting the power transmitted by cell $m$ to user $k$ as $P(m,k)$, and defining $\gamma(m,k) = \chi(m,k)\gamma(k)$, a microscopic equation system can be written as in Section III-A. Also, defining $\tilde{\gamma}(m,k) = \gamma(m,k)/(1 + \rho(m,k)\gamma(m,k))$ and

$$T(m) = \sum_{k=1}^{K} P(m,k) + \pi(m)$$

we obtain a macroscopic system

$$HT = \nu \tag{13}$$

$$H(m,n) = \delta_{mn} - \sum_{k=1}^{K} \frac{\alpha(n,k)\chi(n,k,m)\gamma(m,k)}{\alpha(m,k)} \tag{14}$$

$$\nu(m) = \pi(m) + \sum_{k=1}^{K} \frac{\tilde{\gamma}(m,k)N(k)}{\alpha(m,k)} \tag{15}$$

$$P(m,k) = \tilde{\gamma}(m,k) \left( \sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) + N(k) \right) \tag{16}$$

IV. GENERALIZED DOWNLINK POWER CONTROL ALGORITHMS

It has been shown that solving the macroscopic system by means of Gauss elimination reduces computational burden as compared to the microscopic one. However, this method of solution is centralized in nature. Iterative algorithms have been proposed [7]–[9], [1] that compute the transmitted powers in a distributed manner, and use a reduced number of measurements. These two aspects are of primary importance in practical applications.

In this section we provide extensions of the downlink Power Control and Diversity Power Control algorithms in [1]. Our algorithms generalize those in [1] in the directions stated in Section I, preserving decentralized operation and requiring only one additional measurement at the mobile per active base station. Note that the possibility to choose an arbitrary SIR distribution within the active set could be exploited to even the load between cells, i.e., to balance total transmitted powers.

A. Generalized Power Control Algorithm

Given $\gamma, \phi, \pi$, a maximum power vector $T_{\max}$ and an initial power vector $T_{0}$, set $l = 0$ and proceed as follows.

1) Allocating Individual Power Levels for Mobiles: For each cell $m$, obtain individual power levels $P_{l}(k)$ for $k \in \phi^{-1}(m)$ as

$$\psi_l(m,k) = \frac{\tilde{\gamma}(k)}{\alpha(m,k)} \left( \sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T_{l}(n) + N(k) \right) \tag{17}$$

$$\Psi_l(m) = \sum_{k \in \phi^{-1}(m)} \psi_l(m,k) \tag{18}$$

$$P_{l}(k) = \frac{\psi_l(m,k)}{\Psi_l(m)} \left( \Psi_l(m) - \pi(m) \right) \tag{19}$$

2) Adjusting Cell-Site Transmit Power Levels: For each cell $m$, update cell-site power levels as

$$T_{l+1}(m) = \min \left\{ \Psi_l(m) + \pi(m), T_{\max}(m) \right\} \tag{20}$$

set $l = l + 1$ and go to step 1.
maximum power constraint. The generalization from the Power Control algorithm in [1] should be intuitively apparent taking into account that

- the interference from cell $n$ as seen by user $k$ assigned to cell $m$ is reduced by the factor $\beta(n,k;m)$ because of partial orthogonality;
- $\tilde{\gamma}(k)$ should replace $\gamma(k)$ to account for the fact that the desired signal, multiplied by $\rho(m,k)$, is being considered as part of the interference;
- users with different $\tilde{\gamma}(k)$ values should be allocated proportionally different powers.\(^4\)

The algorithm can be given the following interpretation: step 1) can be seen as a SSIR balancing operation within each cell, for a fixed cell-site transmitted power, whereas step 2) essentially solves the macroscopic system (9) for the cell-site transmitted powers in an iterative manner, as we now show. Let us denote by $\tilde{\gamma}(k)$ the SSIR experienced at iteration $l$ by a given user $k$ assigned to cell $m$

$$\tilde{\gamma}(k) = \frac{\alpha(m,k)P(k)}{\sum_{n=1}^{M} \alpha(n,k)\beta(n,k;m)T(n) + N(k)}.$$

(21)

From (17) and (19), $\tilde{\gamma}(k)$ is computed as

$$\tilde{\gamma}(k) = \frac{T(m) - \pi(m)}{\Psi_m} \tilde{\gamma}(k),$$

(22)

showing that the achieved SSIRs within a cell are proportional to their target values (i.e., every user achieves the same proportion of its desired SSIR). The relationship of step 2) of this algorithm (and that in [1] as a special case) with the macroscopic description (9) is obvious if we make use of (17), (18), (11), and (12) to write $\Psi_k(m) + \pi(m) = -\sum_{n=1}^{N} H(m,n)T(n) + \nu(m) + T_I(m)$. In view of this, the iteration in the step 2) of the algorithm can be interpreted, assuming that there is no power limitation due to $T_{\text{max}}$, as a matrix-separation iterative method [4, Sec. 9.6] to solve (9), in which the matrix $H$ is separated into $I_M$ and $H - I_M$, i.e., $T_{k+1} = (I_M - H)T_I + \nu$.

The convergence of the Generalized Power Control algorithm can be easily analyzed within the framework of [9]. For convenience, let us denote this power control algorithm by $G_{\text{m}}(T_I) = G_{\text{m}}(T_I)$. According to [9], in order to establish its convergence it is sufficient to assure that the algorithm is standard, i.e., satisfies the following properties for all $m$ and all $T > 0$ (componentwise).

- **Positivity:** $\forall m \in \mathbb{N}, \text{G}_m(T) > 0$.
- **Monotonicity:** If $T \geq T'$, then $\forall m \in \mathbb{N}, \text{G}_m(T) \geq \text{G}_m(T')$.
- **Scalability:** For all $\alpha > 1$, $\alpha \text{G}_m(T) > \text{G}_m(\alpha T)$.

Proposition 1: The Generalized Power Control algorithm is standard.

\(^4\)Observe that if all users have a common target $\tilde{\gamma}(k) = \gamma$ it can be factored out from the sum in (18), in accordance with [1].

**Proof:** The proof parallels that for the Power Control algorithm in [1]. For a given $T$, the $m$th component of the updated vector $G_{\text{m}}(T)$ is obtained from (20) as

$$G_{\text{m}}(T) = \min \left\{ \sum_{n=1}^{M} Z(m,n)T(n) + Y(m), T_{\text{max}}(m) \right\}$$

with

$$Z(m,n) = \sum_{k \in \mathbb{N}} \frac{\alpha(n,k)\beta(n,k,m)\tilde{\gamma}(k)}{\alpha(m,k)}$$

and

$$Y(m) = \sum_{k \in \mathbb{N}} \frac{N(k)\tilde{\gamma}(k)}{\alpha(m,k)} + \pi(m).$$

The attenuations, target SSIRs, noise powers, and nontraffic powers are positive, and the orthogonality factors are nonnegative. This implies that $Z(m,n) \geq 0$ and $Y(m) > 0$, which is sufficient for the positivity and monotonicity properties.

We now turn to scalability. Assuming $\alpha > 1$, if $G_{\text{m}}(T) = T_{\text{max}}(m)$ we have

$$a G_{\text{m}}(T) = a T_{\text{max}}(m) > T_{\text{max}}(m) \geq G_{\text{m}}(a T)$$

and if $G_{\text{m}}(T) < T_{\text{max}}(m)$

$$G_{\text{m}}(a T) = \min \left\{ a \sum_{n=1}^{M} Z(m,n)T(n) + Y(m), T_{\text{max}}(m) \right\}$$

$$\leq a \sum_{n=1}^{M} Z(m,n)T(n) + Y(m)$$

$$= a G_{\text{m}}(T) + (1-a)Y(m) < a G_{\text{m}}(T).$$

As a consequence of Proposition 1, if there is a solution $T$ with $0 < T \leq T_{\text{max}}$, the algorithm converges to it, i.e., $T_I(m) \rightarrow T(m)$ and $\Psi_k(m) \rightarrow T(m) - \pi(m)$ as $l \rightarrow \infty$.

We now investigate the convergence of the experienced SSIRs to their target values. Let $\gamma(k)$ denote the SSIR experienced by a mobile $k \in \mathcal{K}^{-1}(m)$ at the $l$th iteration

$$\gamma(k(l)) = \frac{\alpha(m,k)P(k)}{\sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) - \alpha(m,k)\rho(m,k)P(k) + N(k)}.$$

(23)

Using (22) and the identity $\gamma(k(l)) = \tilde{\gamma}(k(l))/\left(1 - \rho(m,k)\tilde{\gamma}(k)\right)$, and then substituting $\tilde{\gamma}(k)$ for $\gamma(k)/\left(1 + \rho(m,k)\gamma(k)\right)$ gives

$$\gamma(k(l)) = \frac{(T_I(m) - \pi(m))\gamma(k)}{\Psi_k(m) + \left[\Psi_k(m) - (T_I(m) - \pi(m))\rho(m,k)\gamma(k)\right]}.$$

(24)

Since $T_I(m) \rightarrow T(m)$ and $\Psi_k(m) \rightarrow T(m) - \pi(m)$ as $l \rightarrow \infty$, it is clear that $\gamma(k(l)) \rightarrow \gamma(k)$ and $\gamma(k) \rightarrow \gamma(k)$ as $l \rightarrow \infty$.

We have already observed from (22) that the experienced SSIRs $\gamma(k(l))$ within each cell $m$ are balanced at each iteration step. The SSIRs $\gamma(k(l))$, however, are not proportional to their target values for finite $l$, due to the second term in the denominator of (24). Nonetheless, as $T_I(m)$ and $\Psi_k(m)$ approach their convergence values, the mentioned term tends to 0, so that the
imbalance vanishes. This is coherent with the fact that $\gamma(k) \to \gamma(k)$ as $I \to \infty$. Moreover, with the Generalized Power Control algorithm, the experienced SIR $\gamma(k)$ is always closer to $\gamma(k)$ than that obtained using the Power Control algorithm in [1], as we now show. We set $\rho(n,k) = 1$ and $\gamma(k) = \gamma \ \forall n \in \{1, \ldots, M\}, k \in \{1, \ldots, K\}$, which is the most favorable case for the latter. Let $k$ denote an arbitrary user, and let $m = \phi(k)$. It should be observed that in the discussion on balancing link quality in [1, Sec. III-A] the experienced SSIRs, not the SIRs, are actually computed. Bearing this in mind, [1, eq. (10)] is rewritten in our notation as

$$\tilde{\gamma}(k) = \frac{\alpha(m,k)P_k(m)}{\sum_{n=1}^{M} \alpha(n,k)T(n) + N(k)}$$

The corresponding SIR is

$$\gamma(k) = \frac{\tilde{\gamma}(k)}{1 - \tilde{\gamma}(k)} = \frac{T_k(m) - \pi(m)}{\Psi_k(m) - (T_k(m) - \pi(m))\gamma}.$$  \hspace{1cm} (26)

We see that the SIRs are not actually balanced with the Power Control algorithm either. Furthermore, since $T_k(m) - \pi(m)$ and $\Psi_k(m)$ tend to the same value, according to (26) $\gamma(k)$ does not converge to $\gamma$, but to a slightly different value $\gamma/(1 - \gamma)$ (this could have been expected, since in that algorithm the target SIRs are treated as SSIRs). On the contrary, the Generalized Power Control algorithm gives, particularizing (24)

$$\gamma(k) = \frac{T_k(m) - \pi(m)}{\Psi_k(m) + \left[(\Psi_k(m) - (T_k(m) - \pi(m)))\gamma\right]}.$$ \hspace{1cm} (27)

Comparing (26) and (27), we see that the additional $\Psi_k(m)$ in the latter tends to cancel $T_k(m) - \pi(m)$, moving $\gamma(k)$ closer to $\gamma$ than in (26) (and arbitrarily close as $I \to \infty$).

In practical systems the values $\tilde{\gamma}(k)$ and $\psi(m,k)$ required in the algorithm can be obtained in the following way. Each mobile $k$, with $\phi(k) = m$, measures $\sum_{n=1}^{M} \alpha(n,k)T(n) + N(k)$ and $\sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) + N(k)$. The former is simply the total received power, and the latter can be obtained by correlating the received signal with the expected received waveform\(^5\) corresponding to an unused (“dummy”) downlink channel in cell $m$.\(^6\) Subtracting both measurements $\alpha(m,k)(1 - \rho(m,k))T(m)$ is obtained, and $\rho(m,k)$ can be readily calculated using knowledge of $T(m)$ and assuming that the attenuation $\alpha(m,k)$ can be estimated. With the values $\sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) + N(k), \rho(m,k)$ and $\alpha(m,k)$ of all its mobiles, the base station is able to compute $\tilde{\gamma}(k)$ and $\psi(m,k)$.

**B. Generalized Diversity Power Control Algorithm**

Given $\gamma, \chi, \pi, T_{\text{max}}$, and $T_0$, set $l = 0$ and proceed as follows.

1) **Allocating Individual Power Levels for Mobiles:** For each cell $m$, obtain individual power levels $P_k(m,k)$ for $k$ with $\chi(m,k) \neq 0$ as

$$\psi(m,k) = \frac{\tilde{\gamma}(m,k)}{\alpha(m,k)} \left( \sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) + N(k) \right)$$

$$\Psi_k(m) = \sum_{k=1}^{K} \psi(m,k) = \sum_{k \neq k_0}^{K} \psi(m,k)$$

$$P_k(m,k) = \frac{\psi(m,k)}{\Psi_k(m)}(T_k(m) - \pi(m)).$$ \hspace{1cm} (28)

2) **Adjusting Cell-Site Transmit Power Levels:** For each cell $m$, update cell-site power levels as

$$T_{l+1}(m) = \min\{\Psi_k(m) + \pi(m), T_{\text{max}}(m)\}$$ \hspace{1cm} (31)

set $l = l + 1$ and go to step 1).

**Proposition 2:** The Generalized Diversity Power Control algorithm is standard.

**Proof:** This algorithm is equivalent to the Generalized Power Control algorithm applied to $MK$ users, where the $(m,k)\text{th}$ user is assigned to cell $m$ with target SIR $\gamma(m,k) = \gamma(\chi(m,k), \rho(m,k), \alpha(m,k), \ldots, \alpha(M, k))$, orthogonality factor $\chi(m,k)$, attenuations $\alpha(1,k), \ldots, \alpha(M, k)$ and noise power $N(k)$.

The values $\tilde{\gamma}(m,k)$ and $\psi(m,k)$ can be obtained as before, except that each mobile $k$ now measures $\sum_{n=1}^{M} \alpha(n,k)T(n) + N(k)$ and a different $\sum_{n=1}^{M} \alpha(n,k)\beta(n,k,m)T(n) + N(k)$ for each active cell $m$, and the corresponding values $\rho(m,k)$ must be computed.

**V. A PPLICABILITY OF THE M ACROSCOPIC D ESCRIPTION**

We have shown that an exact macroscopic description for the power control problem in CDMA cellular networks can be formulated, reducing computational complexity from $O(K^3)$ to $O(M^3 + MK)$. The (centralized) direct method of solution of the macroscopic equations can be used when information about the system parameters is available in a centralized manner, such as in simulation analyses.

Dimension reduction is also applicable in decentralized implementations of power control algorithms in the downlink case. We have proposed decentralized power control algorithms that iteratively solve the macroscopic equation systems. These algorithms improve the accuracy and extend the field of application of those presented in [1].

Regarding uplink decentralized power control algorithms, dimension reduction does not seem to be applicable in this case, because the macroscopic variables $R(m)$ cannot be directly controlled, but only by means of the (microscopic) transmitted powers.
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