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Abstract—In the context of higher education, a competence may be understood as the combination of skills, knowledge, attitudes, values, and abilities that underpin effective and/or superior performance in a professional area. The aim of the work reported here was to design a set of procedures to assess a transferable competence, i.e., problem solving, that is basic for learning, in both academic and professional life, and crucial for engineering. The study involved a total of 71 students enrolled at three universities at two different stages of their studies. The development phases of the assessment device included an analysis of the competence and its facets, the design of the assessment task, the development of criteria to rate student performance, and the analysis of the basic psychometric properties for assessment methods in the area of education. The conclusion was drawn that the training process and the elaboration of scoring criteria are costly but necessary if objectivity in the interpretation of results is to be guaranteed. The main achievement of this project was the development of a procedure that measures learning outcomes and, more specifically, problem solving.
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I. INTRODUCTION

WHEN trying to assess student performance, teachers are interested in evaluating not only knowledge, as in traditional education, but also what the student is able to do with this knowledge (and how). Thus, the measurement of competences or learning outcomes (LOs) includes, but is not limited to, the assessment of knowledge [1]. This is normally evaluated through having the student carry out complex discipline-related tasks that require knowledge; such evaluations are often complemented with students’ reflections.

The assessment of LOs is a key concept in the European Credit Transfer and Accumulation System (ECTS) since credits are awarded when evaluation shows that the competences aimed at have been achieved. Most countries that adhere to the Bologna Process have adopted ECTS by law for their higher education systems [2]. In Spain, a Royal Decree [3] established five basic transferable competences that students of any university Bachelor’s degree program must develop by the end of their studies. These include, in the student’s specific fields of study, understanding basic and gradually more advanced scientific texts; problem solving; looking for, selecting, and using information to solve problems or make decisions; communication skills; and, finally, the capacity to learn independently. Competence-based education (CBE) and LO assessment are of interest not only to European or Spanish higher education professionals; there is general interest at an international level, as shown by projects such as Assessment of Learning Outcomes in Higher Education (AHELO) funded by the Organisation for Economic Co-operation and Development [4].

This paper is focused on the problem-solving competence. According to the ABET, the ability to identify, formulate, and solve engineering problems is among the 11 student outcomes that an engineering degree must ensure [5]. Australian studies have also identified problem solving as an important skill for engineers [6]. There is widespread agreement on its importance in the employability of engineers [7].

Several approaches have been taken to the theoretical principles underlying the field of CBE; these can be summarized as two extremes of a continuum. The origins of the work on CBE span from the mid-1950s to the 1970s, and the work of authors such as Bloom [8], [9] and, in the field of evaluation, Popham [10]. These authors emphasized the need for clear identification of the aims of a training program in observable terms. They favored operative definitions such as “is able to list, calculate . . . and so on.” Some of the ideas they introduced, including Bloom’s taxonomy of learning objectives, are still influential today. However, this approach has been criticized on several grounds. The first of these is due to its atomistic nature. If all relevant educational objectives must be precisely operationalized, this ends up with long lists that then need to be further specified and described so that the desired fine detail can be reached. In practice, this means endless lists of very atomized descriptions that are difficult to understand by their users; both teachers and students are of little use in day-to-day educational work. Moreover and very significantly given the supposed objectivity of this approach, descriptions often

contain terms such as “adequately” or “timely” to describe the performance of behavior “X.” Of course, the question is what exactly do these terms mean [11], [12]. This approach may be adequate for descriptions of low-level skills, but less so for complex competences with high cognitive content, typical in the realm of higher education [13].

In contrast to this atomistic approach, a more holistic approach has been developed recently that seems better suited to tertiary education. Authors such as Bowden and Marton [11] and Stephenson [12] focus on rather complex developments that allow students to understand, think, and act in ways appropriate to the changing demands of the situations they face. While authors in these traditions agree on the value of describing the objectives from the very outset of an educational program, they consider that the aim of higher education today is not only to develop certain clear-cut competences, but rather to build the capacity to learn throughout life and to be able to cope with uncertain and unpredictable situations in unknown contexts. The educational value of this approach lies in its emphasis on the process through which complex competences are developed. From the point of view of assessment [14], however, it is understood that an effort must be made to achieve an appropriate level of objectivity.

CBE is a valid educational model in higher education because it promotes individualized learning while accommodating multiple learning styles and levels of engagement, as well as providing flexibility and affordability for students, among other benefits [15]. Edward and Knight [16] state that competences can be understood in operative terms and are directly connected with concrete practices. In the present work, this lies between the extremes of the atomistic and holistic traditions; the authors have identified activities with various degrees of complexity that are both meaningful from a disciplinary point of view and appropriate for the developmental level of the students concerned. An effort was also made to give precise descriptions of the achievable performance at different ability levels to provide adequate standards of objectivity in the assessment.

A. Problem-Solving Assessment Background

Problem solving can be described as the “behavior and thought process directed toward the performance of some intellectually demanding task” [17]. Many would consider this as one of the main goals of education. It is not surprising that human problem solving is a topic that has attracted much attention both in cognitive psychology and education. However, there is some controversy regarding whether problem solving can be taught as a general skill or needs to be imparted in specific knowledge domains. There is no doubt that domain knowledge is crucial to good performance, as the work of Polya [18] shows in mathematics, but there are also grounds for teaching problem solving as a general ability to be applied in specific knowledge contents [19], [20]. The work described here focused on a mathematical problem taught in a mathematics course. However, no attempt was made to teach this skill in a uniform way across all participating classes, with the tutors involved deciding for themselves which teaching approach to take.

### II. METHOD

#### A. Participants

The study involved a total of 71 computer engineering students aged between 18 and 27. Table I gives the distribution of these students across the universities participating in the study, namely, the Universidad Autónoma de Madrid (UAM), the Universidad Politécnica de Madrid (UPM), and the Universidad de Castilla-La Mancha (UCLM). For six of the students, neither gender nor age is known.

<table>
<thead>
<tr>
<th>UNIVERSITY (sample %)</th>
<th>Gender (N - (%))</th>
<th>Age (mean)</th>
<th>Year (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UAM (18.46)</td>
<td>9 (75)</td>
<td>21.5</td>
<td>41.7</td>
</tr>
<tr>
<td>UCLM (36.92)</td>
<td>21 (87.5)</td>
<td>20.21</td>
<td>66.7</td>
</tr>
<tr>
<td>UPM (44.61)</td>
<td>26 (89.65)</td>
<td>18.31</td>
<td>82.9</td>
</tr>
<tr>
<td>TOTAL</td>
<td>N=56</td>
<td>N=9</td>
<td>20</td>
</tr>
</tbody>
</table>

In [21], the authors used a test based on the work of Tasa et al. [22] to evaluate the group work competence. In [23], the Problem Solving Inventory test [24] was used to measure the problem-solving competence. The drawback of approximations based on tests is that these techniques assess the student perception (subjective) about its own performance level in this competence, instead of its real performance level (objective) of the competence itself. Other work proposes tasks that focus on the different aspects comprising a given competence. The way in which the subject executes those tasks allows his or her expertise in the competence to be evaluated. For example, in [25], a task was developed to assess the competence related to understanding scientific texts.

#### B. Hypothesis

The working hypothesis of this paper is that it is possible to develop tasks that correctly represent the ability to solve problems. This is done by having students solve open-ended situations by using their background knowledge. This should be complemented by the development of assessment criteria that would provide enough objectivity when correcting and eventually grading students’ work.
final-year studies are entirely composed of elective courses, which could bias the sample. To avoid this, the sample was taken from first- and third-year students.

B. Procedure

In line with the standard procedures described in the literature [26], the design of these assessment procedures included: 1) a detailed analysis of the facets of each competence; 2) the design of assessment task covered these competences and their specific facets and have various levels of difficulty to accommodate the development of the student over the two academic years covered by the study; 3) the development of assessment criteria with an acceptable inter-rater reliability when grading students’ work; and 4) determination of the basic psychometric properties that any measurement device should show, such as inter-rater agreement, internal consistency, and validity (content and discriminant validity), following the standards for educational and psychological testing [27].

1) Curriculum Analysis and Student Recruitment: The curriculum of the study program at the three universities was analyzed to find common content that could be used in the first and third years. The tests were taken by student volunteers enrolled in those academic years.

2) Task Design: To develop a task appropriate to comprehensively measure how LOs are associated with transferable competences, the competences were first analyzed in terms of their component parts, i.e., the aspects present in a problem-solving task analysis. The test questions were then mapped to this scheme: 1) identifying the problem; 2) creating a strategy to solve the problem; 3) finding additional information if necessary; 4) applying knowledge needed for problem solving; and 5) evaluating the adequacy of the solution and, if necessary, restarting the cycle.

Following this analysis, the first- and third-year students’ computing teachers, with the researchers’ suggestions in mind, developed a task that could be used for assessment and that covered as much various facets as possible of the varying facets. (Some of the researchers are in fact computing teachers.) In designing the task, a requirement was that first-year students should encounter some difficulties in solving it but should be able to solve at least part of it; the task would be easier for third-year students. The goal was to measure the improvement in performance when the two academic levels were compared. The task had to include the problem-solving aspects given above. The Appendix gives the full task, with its problem statement and test questions. These questions map the scheme above. Questions 4, 8, 19, and 20 relate to aspect 2 (creating with a strategy to solve the problem); questions 2, 5, and 8 relate to aspect 4 (applying knowledge needed for problem solving); and questions 6, 13, and 14 relate to aspect 5 (evaluating the adequacy of the solution). It is important to emphasize that, although the problem statement has algorithmic aspects, it is not a programming problem. The only item that demands a programmed solution is question 2, whose solution is immediate, as shown as follows:

\[
S := 0;
\]

\[
\text{For } i = 1 \text{ to } n^2 \text{ do } S := S + 2^{i-1};
\]

\[
\text{Return } S.
\]

This question is worth a maximum of three points. The maximum score for the whole test is 38; hence, this question is only worth 7.9% of the entire test score.

The test that follows the problem statement (see the Appendix) has two types of questions, i.e., 9 open questions, requiring a constructive response, and 11 closed multiple-choice questions, requiring a selection of one of four alternative answers. Requiring constructive responses is a common practice in LO assessment since these are thought to better reflect the competences being measured, as the test taker has to respond without external hints [28]. The effort required to rate open questions, however, is higher, and inter-rater reliability is lower. The authors felt that a mix of the two question types could be advantageous and would also allow a comparison of how well they serve their purpose. A marking scheme was designed for the test. The open questions, 1–9, were worth three points each; the multiple-choice questions, 10–20, were worth one point each.

3) Inter-Scorer Agreement: First, the 71 student participants (see Table I) answered the task questions. Two Master’s students were then selected to answer the task questions to correct them. They were then given ten of the 71 student responses to the test questions to grade, along with a rubric prepared by the instructors. Two instructors also graded these ten answer sets separately. The Master’s students’ and instructors’ grade ratings were compared, the differences were analyzed, and the rubric was improved accordingly. Then, this new rubric was applied to a further set of 22 student answers, and the agreement of instructor and Master’s student ratings was calculated using Cohen’s kappa coefficient [29] to remove random agreement. This process continued until a satisfactory level of agreement was reached (Cohen’s kappa was found to be 0.497). According to Landis and Koch [30], this is a moderate level of agreement that should be improved by revising the scoring criteria and the examples provided. All student answers were then graded to this final standard.

4) Internal Consistencies of the Test: Cronbach’s alpha is a commonly used index for this feature, which reveals how the task focuses on what it intends to measure. Results show a value of 0.689. While a figure of 0.70 would be more desirable [31], this is close and could be considered acceptable. Table II shows Cronbach’s alpha value for the answers to the open and closed questions and to the overall test.

5) Content Validity of the Test: The same task that was discussed in this paper was sent to two educational experts who were asked to identify which competence they tried to measure. Both agreed that the task measured problem-solving ability and met the goals of its designers. This suggests that the task has a clear apparent validity and that the content meets the purpose for which it was designed.
TABLE III
STATISTICAL PARAMETERS FOR THE TEST SUBSCALES AND THE OVERALL TEST BY YEAR

<table>
<thead>
<tr>
<th>Year</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
<th>SE of Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open questions</td>
<td>1</td>
<td>50</td>
<td>0.96</td>
<td>1.309</td>
</tr>
<tr>
<td>Closed questions</td>
<td>3</td>
<td>21</td>
<td>2.90</td>
<td>2.448</td>
</tr>
<tr>
<td>TOTAL test</td>
<td>1</td>
<td>50</td>
<td>3.80</td>
<td>1.807</td>
</tr>
<tr>
<td>Closed questions</td>
<td>3</td>
<td>21</td>
<td>6.00</td>
<td>2.302</td>
</tr>
</tbody>
</table>

TABLE IV
(a) LEVENE’S TEST FOR EQUALITY OF VARIANCE; (b) T-TEST FOR EQUAL MEANS

<table>
<thead>
<tr>
<th>Sub-scale</th>
<th>F</th>
<th>Sig.</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-scale 1</td>
<td>15.566</td>
<td>0.000</td>
<td>No equality of variances</td>
</tr>
<tr>
<td>Sub-scale 2</td>
<td>2.137</td>
<td>0.148</td>
<td>Equality of variances</td>
</tr>
<tr>
<td>TOTAL</td>
<td>13.629</td>
<td>0.000</td>
<td>No equality of variances</td>
</tr>
</tbody>
</table>

TABLE V
EFFECT SIZE

<table>
<thead>
<tr>
<th>Sub-scales</th>
<th>Effect size (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open questions</td>
<td>1.116</td>
</tr>
<tr>
<td>Closed questions</td>
<td>1.108</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.392</td>
</tr>
</tbody>
</table>

TABLE VI
EFFECT SIZE (G, D, AND POWER)

<table>
<thead>
<tr>
<th>Sub-scales</th>
<th>Effect size (g)</th>
<th>Effect size (d)</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open questions</td>
<td>1.116</td>
<td>1.132</td>
<td>0.9961525</td>
</tr>
<tr>
<td>Closed questions</td>
<td>1.108</td>
<td>1.124</td>
<td>0.9957896</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.392</td>
<td>1.412</td>
<td>0.9999046</td>
</tr>
</tbody>
</table>

6) Discriminant Validity: For the purpose of the study, it was important that the test accurately distinguishes first- and third-year students since it may be assumed that the latter developed problem-solving competence during their studies. Table III summarizes the main statistical descriptors for the test scores for the first- and third-year students for the open and closed question subscales and for the overall test (TEST TOTAL). In all cases, mean values for third-year students are higher than the mean for first-year students, showing a significant development of problem-solving competence over time.

A T-test was performed to compare the mean values for the scores of subscale 1 (open questions) and subscale 2 (closed questions) and the overall test, by the two participant classes, to check for differences and, if any, to determine if they are statistically significant [see Table IV(a) and (b)].

Taking the significance level (Sig. bilateral) as a reference, in all cases (subscale 1—open questions; subscale 2—closed questions; and overall test), this level is less than 0.05 ($p < 0.0005$ for subscale 2 and the overall test and 0.002 for subscale 1); hence, empirical evidence was not found to indicate that means in grades are equal.

As shown in Table IV(b), the test yields results that significantly differ from the two academic levels. To analyze how big this difference is, the effect size for both subscales and for the overall test was calculated using Hedges’$^*_g$ value [32]. Since both samples (first- and third-year students) are independent and this is not an experimental study (i.e., with experimental and control groups), a pooled standard deviation was used [32]. Computations were carried out using online available software [33], [34]. Table V shows the $g$ value for both subscales and the overall test.

From these results, it can be concluded that the effect size is very large (strong effect). It is also useful to compute the statistical power of the test that was used using the G$^*_\text{Power}$ tool [35] (see Table VI).

It is shown that, in all cases, if $H_0$ is false, the probability of refusal is above 99.5%. The power is very high because the effect size is very high ($>1$, in all cases), and the calculation includes both samples (50 and 21 students). For this calculation, “$\alpha$ err pro” value was set to the standard one, i.e., 0.05. If the effect size value were medium (0.5), with this sample, the power value of 0.6 would be obtained. This value is lower than 0.8, considering the minimum value for a correct interpretation from the results.

7) Item Difficulty: The test was difficult for all students. Given that the maximum possible score is 38 points (27 points for open questions and 11 points for closed questions), all three universities fall far below that score and even below its arithmetic mean (19). It may be concluded from the poor results that the test was difficult for these students or, alternatively, that the students have not developed this competence to the required level.

These results suggest how the test can be improved if it is to be adjusted to what the students can do; the more difficult items should be eliminated and possibly substituted by easier ones. However, they also suggest that the teachers should determine whether the students, particularly those in the third year, should have been able to respond to the questions they failed to answer and to what extent. That is, standards should be set. LO assessment is not based on normative data but is rather criterion-referenced; thus, these criteria must be carefully and clearly established.

III. DISCUSSION

Overall, the task developed is a valid tool for its purpose of measuring students’ problem-solving competence. The presence of both open and closed (the most common) questions in the test, as recommended in the literature [28], should be emphasized. The open questions, however, complicated arriving at inter-scorer agreement. This illustrates one of the clear limitations of using open questions to assess competences, i.e., the difficulty of arriving at clear scoring criteria and the heavy human and time resources necessary to reach acceptable levels of precision. The training process, as well as the elaboration...
of scoring criteria, is costly but unavoidable if objectivity in interpretation of results is to be guaranteed. Furthermore, a good level of inter-rater agreement cannot be taken for granted, but rather takes considerable effort. In general, the internal consistency of the test is close to the required value of 0.7 (0.689). Moreover, the test has a clear apparent validity and the content appears to fit the purpose it was designed for.

The discriminant validity of the test was validated, reflecting both that the assessment device is able to discriminate between different ability levels and that the problem-solving competence did develop over the three academic years. In addition, the difference in competence performance is remarkable (very large effect size) with a probability value higher than 99.5%.

Finally, results suggest that the complexity of the tests should be adjusted to match what students can do—a question if whether they should have been able to tackle the problems they were not able to solve. It should be underlined that, as stated in Section II-B2, the improved competence was in the ability to solve problems and not in the ability to program. Separate tests have been developed to assess programming skills.

It would be helpful to have a larger and more balanced sample of university students, with equal numbers enrolled in each academic year, to draw stronger conclusions about the differences between students at early and late stages of their university careers. Due to low participation, conclusions given in this paper must be treated with caution.

IV. CONCLUSION

At a time of high interest in competence-based higher education, reliable and valid devices to assess competences are needed. Developing procedures adequately able to assess transferable competences takes time and effort and is therefore costly [21], [25]. However, CBE cannot be said to have been put into practice if LOs are not assessed appropriately. This cannot be done, particularly for certification purposes, if it cannot be done objectively and in a valid way. Developing these measurement devices requires multidisciplinary knowledge and experience and thus calls for the collaboration of professionals from different disciplines.

The experience of this project raises several issues for discussion. The results are encouraging in two ways: The task developed seems to have good reliability and validity and is therefore suitable for the purpose for which it was created; more importantly, it offers many possibilities for expansion and improvement in the future. The more difficult questions have been identified, which indicates how the test can be improved in terms of its difficulty level and internal consistency. Whether it should be made easier or not depends very much on the expert judgment of teachers who must decide what students should be able to do at different academic levels.

The experience has been also extremely positive in other ways. It demonstrated the crucial value of assessment in educational practice. Teachers who collaborated with this project from the beginning, i.e., from the development of the assessment task, had a valuable experience that helped them understand the concept of competences and lay a solid foundation for CBE. Some students were observed to have difficulties working with open tasks that they had to define for themselves, which broadly speaking is an important part of the problem-solving competence. It must be added that some teachers and academic authorities were reluctant to make time to include the task in their academic planning. In fact, even motivated teachers seemed to have difficulty incorporating this task as part of their work, which may underline the authors’ earlier comments as to the complexity of CBE.

The main achievement of this project is the development of a procedure to measure some relevant LOs, specifically problem solving. However, as shown in this paper, this process takes much time and effort and is probably best approached as a multidisciplinary endeavor.

V. LIMITATIONS OF THE STUDY

A clear limitation of this study is that the student sample is very small, and this limits the generalization of its results. With a sample of this size, only classic psychometric analyses could be performed. A broader sample would allow analyses based on item response theory, which would provide more detailed data on each item, such as the information it adds to the test and the error it introduces. However, authors have been able to carry out these analyses with other student samples, part of a pilot project with a different but related task to that described here. The results show that the intermediate scoring levels (2 and 3) need to be carefully defined. In other words, the best and worst performance levels seem easy to identify, but the intermediate levels are fuzzier and should be defined more clearly.

APPENDIX

PROBLEM STATEMENT

Legend has it that a king was so excited about chess that he offered the inventor of the game anything that he desired as a reward for his creation. After thinking about it for a while, the inventor claimed his reward: a grain of wheat for the first square of the chessboard, two grains for the second, four for the third, eight for the fourth, sixteen for the fifth, and so on. Imagine now that the chessboard has \( n \) boxes per side, instead of eight. Let \( S(n) \) be the total wheat grains of reward for this chessboard.

QUESTIONS

1. Determine a general expression for \( S(n) \).
2. Build an iterative program for computing \( S(n) \).
3. What is recursion? Indicate those aspects that must appear in its definition. (Maximum 4 lines).
4. Indicate a general recursive strategy to find recursive solutions for a given problem P. (Maximum 10 lines).
5. Apply this strategy to find a recursive expression for \( S(n) \). You must explain how each step of the strategy is applied for solving this problem, and the result of that application. (Maximum 20 lines).
6. It is said that a disadvantage of recursion is that its solutions are inefficient in terms of resource use. Give arguments for or against this statement. (Maximum 20 lines).
Given the next program code

```
dec A : num-> num;
A(n) <= if n < 10
then n mod 2
else ((n mod 10) mod 2) + A(n div 10).
```

7. Indicate the set of base or output cases for this recursive scheme.
8. Indicate the recursive rule.

**Mark the correct answer with a circle.**
10. To differentiate between a recursive scheme and an iterative one, the key is to detect: a) the presence of self-references; b) the presence of iterative loops; c) the definition of the initial values; and d) the absence of a particular case.
11. In a recursive scheme, the set of base or output cases is:
   a) the set of initial values for the argument of the problem; b) a fixed-size set of argument values for which the solution to the problem is not recursively defined; c) a set of values for the argument of the problem for which the scheme provides the solution directly, without using simpler cases, i.e., they are used to terminate the recursive process; and d) a set of values for a variable that controls the termination of the process.
12. To correctly determine the set of base or output cases of a recursive scheme, it is necessary: a) to check that the first argument values of the problem are covered; b) to analyze the type of recursive rules of the scheme and, accordingly, to determine the size and elements of the base cases or output set; c) to set the simplest elements among the arguments of the problem; and d) to ensure that the set has the smallest possible size.
13. To verify that a given recursive scheme works correctly, we only have to: a) check that it has a set of base cases; b) verify that the recursive scheme reduces the size of the argument of the problem; c) check that, for certain argument values, the solution is obtained in a finite number of steps; and d) prove by induction that, in a finite number of applications of the recursive rules, the set of base or output cases is reached.
14. From the point of view of efficiency, if you had to choose between several recursive schemes that are applicable to the same problem, you would mainly consider: a) the number of steps or run required by the scheme to reach the set of base or output cases; b) the type of operations required by the recursive scheme; c) the number of subproblems in which the recursive scheme divides the original problem; and d) the size of the set of base or output cases.
15. The algorithmic complexity of recursive program

```
dec A : num-> num;
A (n) <= if n < 10
then n mod 2
else ((n mod 10) mod 2) + A(n div 10)
```

a) is logarithmic; b) is linear; c) is quadratic; or d) is exponential.
16. In the original chess problem, for the expression S(64), assuming that, for every grain put on chessboard, the computer has to print the corresponding ordinal number and considering that this impression takes 1 ms to complete: a) printing all grains takes a reasonable time (less than 1 h); b) the printing process will never end; c) the printing process takes longer than a year; and d) printing time is 64 ms.
17. When I am solving a problem, the first thing I do is: a) to explore different ways to solve it, until I find the best one; b) I do not usually waste time beating around before finding the solution; c) to try to understand it clearly; d) to critically evaluate the solution, to make sure that I have found the best one.
18. Teachers often return exercises with corrections that: a) I do not find very useful, and they are also depressing; b) I find very useful, as it is good to know where I have failed; c) are useful for the task to which they relate but are not useful for other deliverables; d) usually, I do not have time to stop and think about them.
19. Generally, when I am solving problems, trying to define a problem before working on it: a) it can only be done when I have gathered enough information; b) it has more academic interest than practical; c) it is a waste of time since it is often not possible before trying different solutions; d) it is essential to start working.
20. If I cannot understand a problem: a) I try to see it from different points of view; b) I leave it because if you do not find the solution at the beginning, you will not find it; c) I try to find and test different solutions; d) I try to read it again and again.
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