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ABSTRACT

Real-world CCTV footage often poses increased challenges in object tracking due to Pan-Tilt-Zoom operations, low camera quality and diverse working environments. Most relevant challenges are moving background, motion blur and severe scale changes. Convolutional neural networks, which offer state-of-the-art performance in object detection, are increasingly utilized to pursue a more efficient tracking scheme. In this work, the use of heterogeneous training data and data augmentation is explored to improve their detection rate in challenging CCTV scenes. Moreover, it is proposed to use the objects’ spatial transformation parameters to automatically model and predict the evolution of intrinsic camera parameters and accordingly tune the detector for better performance. The proposed approaches are tested on publicly available datasets and real-world CCTV videos.

Index Terms— CCTV, motion blur, PTZ, R-CNN, spatial transformer, RNN

1. INTRODUCTION

Object tracking has attracted substantial attention in the research community due to its value in practical applications and especially smart video surveillance solutions. Despite the progress made in recent years, object tracking methods are not robust enough for real-world content from CCTV cameras. In addition to poor and changing illumination, occlusions and cluttered scenes that pose tracking challenges, CCTV footage also suffers from motion blur and large affine transformations due to Pan-Tilt-Zoom (PTZ) operations [1].

Most of the existing detection methods are focused on building a robust object appearance model, working on hand-crafted feature representation and classifier construction. However, most of these classifiers are limited by their shallow structures while object appearance variations are complex and time-varying [2]. Recent advances in deep learning have led to a new generation of object detection and localization methodologies that outperform traditional methods. They rely on automatically learning discriminative features via a multi-layer convolutional neural network, thus, alleviating the need for handcrafted features. Each layer is composed of different types of neurons featuring convolutional operations, non-linear filtering and spatial pooling. End-to-end training is used to automatically learn hierarchical and object-specific feature representations.

Object tracking with deep learning techniques, however, has attracted considerably less attention in the past, partly due to the lack of sufficient training data. Li et al. [3] incorporated a convolutional neural network (CNN) to visual tracking with multiple image cues as inputs. In [4] an ensemble of deep networks has been combined with an online boosting method. In [5], a single-target online learning tracker is proposed to alleviate blurring. Another line of research exploits auxiliary data to train offline a deep network, and then transfers knowledge to object tracking. Fan et al. [6] proposed learning a specific feature extractor with CNNs from an offline training set. In [7] a deep learning tracking method is proposed that uses stacked denoising autoencoder to learn the generic features from a large number of auxiliary images. Recently, Wang et al. [8] employed a two-layer CNN to learn hierarchical features from auxiliary data, which models complicated motion transformations and appearance variations. In [9], a deep learning architecture learns the most discriminative features via a CNN exploiting both the ground truth appearance information and the image observations obtained online.

In this work, a multiple-object detection framework for tracking by detection applications that confronts the challenges of real-world CCTV videos is proposed. It is based on a state-of-the-art detection and localization object framework [10] that is trained offline to facilitate a tracking-by-detection paradigm. A number of techniques for the augmentation of the training data are examined to streamline the performance of the detector. Moreover, a methodology to dynamically control the detector configuration using estimations of the intrinsic parameters of the camera is proposed. A Recurrent Neural Network (RNN) is employed to model the spatial transformation [11] of the objects due to the camera perspective and PTZ operations of the camera. The RNN is used to predict the affine transformation of the objects and dynamically modify the parameters of the detector. Experimental validation of the proposed concept is performed on real CCTV videos. The proposed framework is applicable to any type of objects but experiments will focus on pedestrians.
The rest of the paper is organized as follows. An exploration of training data augmentation for object detection is given in Section 2. Section 3 introduces the procedure to model and predict the object transformation for dynamic parametrization of the detector. The experimental results are given in Section 4 and conclusions are drawn in 5.

2. TRAINING DATA AUGMENTATION

CCTV videos often contain severely blurred objects due to low video quality and fast PTZ operations. Especially motion blur is a major challenge for object detection in CCTV content. In a single frame, motion blur is translated to degraded appearance information and reduced ability to accurately localize the position of an object. While de-blurring methodologies show good results [12], they have a high computational cost and they further degrade their appearance. Deep learning systems have been recently shown to achieve impressive performance in benchmark datasets for object detection. However, in challenging CCTV videos their performance deteriorates. In this section, the effect of training data selection in the detector’s performance is explored.

Building on prior deep learning work, the object detection and localization framework Faster R-CNN [10] is employed. It combines the localization and detection tasks, while sharing convolutional layers to speedup the process. A ZF network model [13], pre-trained in ImageNet dataset [14], is selected for object detection. The model is fine-tuned to optimize the discriminative power of the features learned and therefore the detection accuracy. The strategy of fine-tuning has been widely used in deep learning greatly improving the performance of a CNN. It has been shown [15] that transfer learning, namely the use of unsupervised pre-training in a generic dataset, has significant value, offering a robust initialization of the network parameters.

Two training data augmentation approaches are examined to improve fine-tuning of the examined system: (a) the enrichment with object instances from heterogeneous sources and (b) the addition of blurred instances of the current object collection. In the former approach, annotated datasets featuring the examined object classes are utilized. An extended training set is created that contains samples from multiple datasets.

Despite the existence of several annotated datasets, their content is produced with quality measures that are superior to the conditions that a normal CCTV system will face. Therefore, the features learned by a deep learning object detector are often plagued by many missing detections, especially in action scenes. Following the latter approach, the training set is augmented with blurred instances to enhance the robustness to motion blur. A set of Gaussian kernels incorporating motion blur [16] has been created (Eq.1).

$$\mathbf{K} = \{k_{\theta,l} | \theta \in \Theta, l \in \mathbf{L}\}$$ (1)

As the kernel $k$ is symmetric, the motion direction $\theta$ is randomly sampled from $\Theta = [0, \pi]$ and the magnitude is selected from $\mathbf{L} = [0, \text{Imax}]$, where $\text{Imax}$ is a parameter. The original images $\mathbf{I}$ that form the training set are convolved with the motion-blur kernels.

$$\mathbf{I}_{bl} = \mathbf{I} \ast k$$ (2)

Fig. 1 shows examples of using kernels to generate blurred images with different parameters. The effect of data augmentation approaches is experimentally tested in Section 4.

3. DYNAMIC DETECTOR CONFIGURATION

CCTV cameras often have PTZ capabilities that are used by their operators to track suspicious activities in a scene. These camera operations constitute a serious challenge for object detection and tracking due to the implicit scale assumptions made. Object detection techniques have a predefined range of scales that are supported, to minimize detection errors. In this section it is proposed to dynamically adjust this scale range based on predictions of the tracked objects’ size in the next frame.

The first step towards this approach is to have an accurate estimation of the detected object’s scale and pose. Recently, a new module was proposed that applies a spatial transformation to a feature map during a single forward pass. The spatial transformer network (SPN) [11] can be used as a new type of layer in a feed-forward convolutional network. It learns an affine transformation of the input and uses bilinear interpolation to produce its output allowing it to zoom, rotate and skew the input. The transformation parameters (Eq.3) can be also exploited as a robust indication of the object’s scale and pose.

$$\mathbf{A} = \begin{bmatrix} \theta_{11} & \theta_{12} & \theta_{13} \\ \theta_{21} & \theta_{22} & \theta_{23} \end{bmatrix}$$ (3)

An RNN is subsequently used to model and predict the evolution of the transformation matrices in the next frame. The transformation matrix of the detected objects is input to the recurrent network such that:

$$\mathbf{A}_t = \text{SPN}(f_{\text{conv}}(\mathbf{I}))$$ (4)
\[ h_t = f_{trans}^{\text{nn}}(A_t, h_{t-1}) \]

where \( A \) is the transformation matrix from the current object, SPN is the spatial transformer module and \( h_{t-1} \) is the hidden state of the RNN model in the previous step. An affine transformation matrix \( A_{t+1} \) is produced at each time-step \( t \) from the hidden state of the RNN. The affine transformations predicted are conditioned on the previous transformations through the time dependency of the RNN.

The produced \( A_{t+1} \) is utilized to dynamically adjust the optimal scale range of the detector, in this work Faster R-CNN. To achieve that, we modify the scaling parameter \( s \) of the Faster R-CNN that controls the scale of the processed image, achieving better scale invariance.

### 4. EXPERIMENTAL RESULTS

#### 4.1. Datasets

In this section, the experimental setup for the validation of the above concepts is being described. Given that pedestrians is the main object class of interest, the experiments will focus on the pedestrian detection without losing its generality. For this purpose a number of datasets have been selected to feature the experiments. VOC2007 [17] is used as a generic dataset for image classification with 20 annotated classes, including the class person. The ETH dataset [18] is also used to extend the fine-tuning dataset. It contains annotated pedestrians on a public road. Finally, a set of videos from the Metropolitan Police of London (MET) from the riots of 2011 have been also used for qualitative validation. Those videos have been offered for research purposes in the framework of the LASIE FP7 project and they are neither annotated nor publicly available.

#### 4.2. Experiments

The first set of experiments refers to the exploration of training data augmentation strategies. The Faster R-CNN object detection framework is fine-tuned with different training sets to test their effectiveness. Training with VOC2007 (~10000 object instances), labeled as [VOC], is used as a baseline for performance. The training set is infused with sequences from the ETH dataset, namely “Bahnhof” sequence (~7500 object instances) labeled as [BAH] and “Sunny Day” (~1900 object instances), labeled as [SUN]. The datasets are divided in training and testing set of equal size. 50% of the training set is used for validation purposes. The evaluation of the trained models is performed on separate testing sets that include VOC testing set and an ensemble of the VOC and ETH testing sets, respectively. The results are reported in Table 1. Experiments show that the detection accuracy seems to benefit from extra training samples, even on the original VOC testing set.

Subsequently, the effect of augmenting the data with motion blur is examined. Training with the VOC2007 dataset is again used as baseline. The dataset is then augmented with blurred instances of the VOC2007 dataset, creating [VOC5] for \( l = 5 \) pixels and [VOC10] for \( l = [5, 10] \) pixels motion blur. The trained models are tested on all testing sets, named NoBlur, Blur5px and Blur10px respectively. The results are depicted in Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NoBlur</th>
<th>Blur5px</th>
<th>Blur10px</th>
</tr>
</thead>
<tbody>
<tr>
<td>[VOC]</td>
<td>59.44%</td>
<td>31.71%</td>
<td>23.50%</td>
</tr>
<tr>
<td>[VOC5]</td>
<td>63.48%</td>
<td>62.63%</td>
<td>61.79%</td>
</tr>
<tr>
<td>[VOC10]</td>
<td>62.30%</td>
<td>62.31%</td>
<td>60.33%</td>
</tr>
<tr>
<td>[BAH]</td>
<td>70.70%</td>
<td>68.42%</td>
<td>59.08%</td>
</tr>
<tr>
<td>[BAH5]</td>
<td>70.66%</td>
<td>70.65%</td>
<td>69.23%</td>
</tr>
<tr>
<td>[BAH10]</td>
<td>72.52%</td>
<td>71.75%</td>
<td>71.34%</td>
</tr>
</tbody>
</table>

Table 1. Average precision of models trained with VOC2007 and with an ensemble of VOC2007 and the ETH dataset on the respective testing sets.

It is evident from the results that the performance of the detector is quickly deteriorating when even small amounts of motion blur are introduced. On the other hand, augmenting the training data with blurred examples is making the detector more robust, even on non-blurred data. However, when the dataset is dominated by blurred samples (VOC10) average precision declines slightly. Examples of the detection capabilities of each model on MET videos are depicted in Fig.2.

Another set of experiments is performed to validate the proposed dynamic configuration of the detector. A spatial transformer layer is added in the input of the ZF network and it is applied in the region proposed by [10]. The allowed transformations (Eq.3) are further constrained allowing only cropping, rotation and isotropic scaling to reduce training complexity by varying \( s, \theta \) in Eq.6

\[
A_{\theta} = \begin{bmatrix}
  s \cos \theta & s \sin \theta & 0 \\
- s \sin \theta & s \cos \theta & 0
\end{bmatrix}
\]

The transformation matrix \( A_t \) is provided to an RNN. For the RNN we use the configuration in [19]. The RNN is initially trained with artificial data created to simulate zooming operations. The set includes 100 sequences of bounding box evolution with a length of 100 frames. A linear layer is applied to convert \( h_t \) into \( A_{t+1} \).
The transformation matrix $A_{t+1}$ is used to predict possible severe scale changes of the objects in the next frame. The predicted scale is used to modify the scaling parameter of the detector. Initial experiments of the proposed method have been performed on the MET dataset and are depicted in Fig. 3. The results show an improvement of the detection performance in challenging zooming conditions.

5. CONCLUSIONS

In this paper, methodologies to improve the efficiency of deep learning based multi-target detectors in challenging CCTV footage are proposed. The use of heterogeneous data and data augmentation with motion blur is explored for training detectors. Experimental results have shown that the detector benefits from both methodologies. Robust performance is reported in both original and blurred content, as well as challenging action scenes in CCTV videos. Moreover, a novel methodology to dynamically tune the detector parameters during intense PTZ operations is proposed. The spatial transformation of the objects, derived from a spatial transformer network, is used to train an RNN to predict the intrinsic camera properties in the next frame. The predicted parameters are used to tune the detector parameters, leading to more robust results. Initial experiments have shown that dynamic scaling significantly improves the performance of the detector compared to fixed scale operations.
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