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Abstract

Most of the software is produced as a result of a continual subsequent evolution. Decisions on software evolution are focused on what new features to add, improve, or even remove. Additionally, there are decisions about what part of the software should be improved to increase the capacity of evolution, what bug have to be solved, or what new technologies should be included in the product. But to make informed decisions about software evolution it is necessary to know the value of implementing such decisions. Traditionally, value-based decisions have been made based on the visible characteristics of software (external quality). But many decisions can be focused on improving the capacity of the software product to be changed in the future without adding visible characteristics (internal quality).

This thesis defines a customer value model that help make decisions in a context of continuous evolution of software. To do that, this thesis provides four main contributions: (i) the identification of how changes focused on improving the internal quality of software add value for the customer; (ii) the definition of a theoretical framework based on the elements that are required to define models for managing the evolution of software products; (iii) the identification of the available methods and strategies to be used within the model for managing the evolution of software products; (iv) a model to be used in software projects to manage their evolution considering the internal and external quality of software.

The model was used in a case study based on the analysis of a large software project.

**Keywords:** value-based software engineering, making decisions, technical debt, technical debt management, estimation model.
Resumen

La mayoría del software se produce como resultado de una serie de continuas evoluciones. Las decisiones en la evolución del software se centran en qué nuevas características añadir, mejorar o incluso eliminar. Además hay decisiones sobre qué partes del software mejorar para incrementar la capacidad de evolución del mismo, qué errores corregir o qué nuevas tecnologías incluir en el producto. Pero para tomar buenas decisiones sobre la evolución del software es necesario saber el valor de implementar dichas decisiones. Tradicionalmente, las decisiones basadas en valor se han hecho teniendo en cuenta las características visibles del software (calidad externa). Pero muchas decisiones pueden estar centradas en mejorar la capacidad del producto software para ser cambiado en el futuro sin añadir características visibles (calidad interna).

Esta tesis define un modelo de valor para el cliente que ayuda a la toma de decisiones en un contexto de evolución continua del software. Para lograr esto, esta tesis provee cuatro contribuciones principales: (i) la identificación de cómo los cambios que tienen como objetivo mejorar la calidad interna del software añaden valor para el cliente; (ii) la definición de un marco de trabajo teórico basado en los elementos que son necesarios para definir modelos para la gestión del la evolución de productos software; (iii) la identificación de los métodos y estrategias disponibles para ser usados junto con el modelo de evolución de productos software; (iv) un modelo para ser usado en proyectos software para gestionar su evolución considerando la calidad interna y externa del software.

El modelo ha sido usado en un caso de estudio en el que se ha analizado un proyecto software grande.

**Palabras clave:** ingeniería del software basada en valor, toma de decisiones, deuda técnica, gestión de deuda técnica, modelo de estimación.
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Introduction
Chapter 1

Introduction
1. INTRODUCTION

1.1 Research Motivation

In 2002, Lehman and Ramil [67] already pointed out that most of the software is produced as a result of a continual subsequent evolution. Continuous software engineering [41, 15] somehow has extended and formalized this way of understanding software development. To express the concept of evolution, Schmid [98] used the concepts of external and internal quality. Following Schmid [98], external quality of a software product is the accumulation of any observable quality of the product at run time (e.g., for example, a functionality, and a level of performance); internal quality of a software product is the accumulation of any non-observable quality of the product at run time (e.g., code quality, complexity of the code, and number of source files). Schmid [98] stated that whereas an evolution step can describe any form of change in the external quality of the product, internal quality changes by themselves are not evolution steps (e.g., refactoring). Following also Schmid [98], within this thesis, the evolution of a product is understood as any form of change that leads to an observable effect at a system level. This thesis is focused on the decisions that have to be made in the context of this evolution.

Decisions on software evolution are focused on what new features to add, improve, or even remove. Additionally, there are decisions about what part of the software should be improved to increase the capacity of evolution, what bugs have to be solved, or what new technologies should be included in the product. But to make informed decisions about software evolution in software engineering it is necessary to know the value of implementing such decisions. The term value can be used with many different meanings. In this thesis, the term value is used to refer to customer value. Any other acceptation of value will be explicitly indicated. In software products, value is mainly added to the products by increasing their external quality. External quality is the totality of characteristics of the software product from an external view. [1]. That is, the external quality is the quality that is perceived by the users, it is mainly added by the visible characteristics of the products, and consequently, it is related to the customer value. But some changes can improve the capacity of the software to be changed. That is, that kind of changes will make easier to increase the external quality of the software in the future. This second type of changes increases the internal quality of the software. Internal quality is the totality of characteristics of the software product from an internal view [1]. The internal quality is the quality that indicates how well is constructed a product internally and therefore, it includes the capacity of such product to be changed and evolved. Thus, decisions about software evolution have to
consider both internal and external quality of the software. Hence, decisions in software evolution will be between adding external quality by changes that the customer can perceive (e.g., new features) and improve the internal quality (e.g., refactoring to add flexibility) to facilitate future changes, and consequently to make easier to increase the external quality in the future.

Changes in the evolution of software typically consume about 40 to 80 percent (60 percent average) of software costs [44]. Of that effort, much is due to adding new capability [44]. In many cases, software products are evolved over years to adapt their functionality to the changes in their context. Furthermore, a program that is used in a real-world environment necessarily must change or become progressively less useful in that environment [66]. In practice, software usually follows a continuous evolution to deliver new characteristics [41]. Therefore, decisions about the evolution of software products have a big impact on the economic performance and success of software companies.

In the real world, organizations have limited resources to evolve software and therefore they have to select what evolution steps are the most profitable. But make these decisions about software evolution is not an easy task. Many factors have to be taken into account. In a competitive market, not only the quality added, internal or external, is relevant, there is other important factors: time-to-market, competitive products, type of market where the product will be launch, etc. It is difficult to make decisions without a holistic view of software development, including business strategy [41].

Software release planning, or road-mapping, has as goal to select an optimum set of features or requirements to deliver in a release within given constraints [110]. There are several literature reviews on software release planning models [95] [110] [7]. These studies analyzed a total of 45 models for software release planning. For the goal of the present thesis, it is possible to remark some main findings in those studies. There is a many models to prioritize requirements and release planning and therefore there is a large work already done in the prioritization and selection of characteristics for software evolution focused on the external quality of software [95] [110] [7]. But on the contrary, software release planning scientific proposals have not yet reached the maturity required by industrial contexts [7]. Additionally, these methods do not deal with possible changes in internal quality together with the implementation of new features. Actually, there is not a major focus on addressing system constraints [95]. And when the models deal with technical constraints these constraints are focused on the requirements themselves and the ability to implement them (e.g., dependencies between requirements) [110]. The models do not deal with possible constraints due to internal quality issues.
1. INTRODUCTION

A software has the capacity of being changed, and depending on different internal attributes, this software will be more or less easy to be changed. Several literature reviews have analyzed the software capacity for evolution [12], prediction techniques for software evolution [92], and software architecture evolution [17]. Software evolution research area is by its nature, due to its complexity, more difficult to be explained by theoretical principles than by practical experiences; thus, a theoretical foundation with practical value for software evolution is necessary [17]. Additionally when software evolves some of the initial design decisions that were made during the system’s creation may no longer hold, and the architecture may not facilitate certain changes [41]. In this situations, shortcuts can be made and software decay materializes. Therefore, software evolution drives to increase the cost of change of software if one does not actively work against this.

Traditionally, value-based decisions have been made based on external quality, that is, the value added to the customers due to new or improved functionality. But many decisions can be focused on improving the capacity of the software product to be changed in the future without adding external quality. That is, decisions have to consider not only the value added in the present but the possible value that could be added in the future. Many models deal with the evolution of software from the point of view of external quality [95, 110, 7], whereas techniques and methods that are focused on internal quality usually do not consider the business point of view [39]. Therefore, there is a lack in models that consider both points of view.

Therefore, in making decisions about software evolution, it is necessary to consider both internal and external quality of software, business strategy, and short and long-term customer value. The achievement of this goal implies to know the capacity for changes of software and to identify when it is more profitable to invest in increasing such capacity or when it is better to add more external quality to increase in a direct way the value for the customer of the product.

1.2 Research Context

This thesis is focused on studying software evolution from a value-based perspective. Therefore the thesis is framed in the next software engineering areas:

- **Value-Based Software Engineering.** Value-Based Software Engineering is a paradigm that uses value as a driver for developing software. We use the definition provides by Biffl et al’s book *Value-Based Software Engineering* [13]: “The value perspective provides a good way of looking at the product development
The ultimate aim of value propositions in software engineering is to create a strategy to achieve long-term profitable growth and sustainable competitive advantage for software companies. The implication is that software developers need to consider the key elements of value in terms of how to create value for current as well as future software products and how to deliver this value to a customer in the most profitable way. In other words, software developers should have a better understanding of the implications of the decisions they have made about the software product, the software development process, and the resources that they use.

• **Continuous Software Engineering.** The ultimate goal of Continuous Software Engineering is to take a holistic view of a software production entity, whether this is a single software organization or an ecosystem where different organizations together deliver a final product [41]. The link between business strategy and software development ought to be continuously assessed and improved [41]. To achieve this goal, Fitzgerald and Stol [41] defined several continuous activities that should be done in software development. This thesis is mainly focused on the following activities of Continuous Software Engineering:

  – **Continuous planning.** Holistic endeavor involving multiple stakeholders from business and software functions whereby plans are dynamic open-ended artifacts that evolve in response to changes in the business environment and thus involve a tighter integration between planning and execution.

  – **Continuous evolution.** Most software systems evolve during their lifetime. However, a system’s architecture is based on a set of initial design decisions that were made during the system’s creation. Some of the assumptions underpinning these decisions may no longer hold, and the architecture may not facilitate certain changes. In the last years, there has been increased focus on this topic. When an architecture is unsuitable to facilitate new requirements but shortcuts are made nevertheless, technical debt is incurred.

  – **Continuous delivery.** Continuous delivery is the practice of continuously deploying good software builds automatically to some environment, but not necessarily to actual users.

• **Technical Debt Management.** The term technical debt is a metaphor that refers to the consequences of weak software development [25]. Technical debt can grow because of the inability of developers to develop high-quality applica-
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tions [114] or as the result of decisions that prioritize functionality over quality. Moreover, technical debt can evolve because of circumstances that are beyond the developers’ control: for example, it can arise because of changes in the context of the application [19], and it is cleared automatically at the end of a system’s life [20]. Some technical debt is inevitable in a world with finite resources [114]: it is both, possible and necessary to live with some technical debt. However, several studies have highlighted the negative effects of uncontrolled technical debt on software development [87], including on the developer’s morale, team velocity, and the quality of the product [114][83]. The problem is that the benefits of refactoring software to remove technical debt are largely invisible, sometimes intangible, and usually, long term, whereas the costs of refactoring activities are significant and immediate [21]. Technical debt management consists of identifying the sources of the extra costs of software maintenance and determining whether it is profitable to invest efforts into improving a software system [114]. If technical debt is not managed could become too high to sustain. The company then will be compelled to invest all its efforts into keeping the system running, rather than increasing the value of the system by adding new capabilities [114], which will seriously damage the company’s profitability and risk the inability to fulfill its strategic goals. In any case, from a business point of view, reducing technical debt is a good idea if, and only if, it leads to increased profitability [113]. Thus, decision-making is essential in technical debt management.

1.3 Research Question

This thesis aims to respond the following research question:

RQ 1 Could one have a model that considers customer value together with the short and long-term impact of decisions to help support the decision-making process in software evolution? What elements would this model be made of?

1.4 Research Contributions

The main contribution of this thesis can be formulated as follows:

“A model oriented to the customer value that helps make decisions in a context of continuous evolution of software considering internal characteristics of software and the short and long-term impact of such decisions.”
1.4 Research Contributions

This main contribution can be refined in the following more specific contributions and key publications resulting from this thesis. Publications are described in Section 1.4.1.

Contribution 1 Identification of how software internal quality increases the customer value.

It was found that the technical debt concept, through principal, interest, and interest probability, helps to reason about the value of changes in the internal quality of software. Technical debt links improvements in the internal quality of software with the value that could be added to the software in the future. Therefore, technical debt should be considered for decision making with a value-based software engineering perspective.

Publications: P1, MT1.

Contribution 2 Identification and definition of the elements that are required to create models that help make decisions in software evolution.

At that point, this thesis was focused on technical debt. Therefore, the elements of technical debt management were identified. Based on the elements analysis it was possible to define a framework. That framework could be used to define models for technical debt management for specific systems with two objectives: to demonstrate how the elements work in practice and to implement specific technical debt management models based on the integration of the tools that are currently available for the management of technical debt.

In addition to the framework, an important finding of this thesis is that any decision about software evolution implies a trade-off between software release characteristics and technical debt removal considering the business constraints.

It is also important to highlight that while time-to-market was one of the least suggested elements in technical debt management literature, it was probably the most referenced cause of technical debt. According to [114], it was one of its most relevant antecedents. This is an interesting paradox and a serious issue because managing technical debt without considering time-to-market could lead to wrong decisions that could affect important deadlines in a project.

Publications: P5, P7.

Contribution 3 Identification of tools and strategies that support the elements identified in Contribution 2 and the lacks in this support.

There is not enough support for all the technical debt management elements. Essential elements are not currently covered, such as time-to-market. Other elements also
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require more support, especially from the business organizational management point of view. Different strategies for technical debt management are focused on different elements. And therefore, there are not tools or strategies that support all the elements. As a consequence, it was necessary to go further in the integration of tools and strategies to manage effectively technical debt. Consequently, TEDMA Tool has been implemented. TEDMA is designed to integrate third party tools and techniques. In fact, TEDMA facilitates the usage of the technical debt management elements in real projects.

Publications: P4, P7, P9, T1

Contribution 4  Definition of a model for making decisions on software evolution using the elements identified in Contribution 3 and that integrates tools and strategies identified in Contribution 3.

This contribution consists of a model for technical debt management that considers time-to-market. The model uses the technical debt management framework produced in Contribution 2 as a guide, which was useful in adapting the time-to-market modeling framework, which came from a different domain to technical debt management. This model is a step forward in making decisions in software engineering, especially in the case of trade-offs of the internal and external quality of software when considering an economic point of view. It was possible to deploy the model for the technical debt management in a case study using a large project. For the case study execution, it was necessary to use the techniques and strategies identified by Contribution 3 as well as TEDMA Tool. The case study’s execution demonstrates that it is possible to use the selected time-to-market modeling framework for technical debt management and that it is necessary a holistic perspective in technical debt management that includes the business perspective, that is, economic constraints and business goals.

Publications: P2, P3, P8, P9, T1

1.4.1 Publications

The achievement of the contributions of this thesis has resulted in several publications and other outcomes (a master thesis and a tool).

They are summarized in Table 1.1 and Table 1.2

MT1 focused on how value can be added from the internal quality of software. To do that, it analyzed the relationship between value and software architecture. One of its main findings is the possibility of use technical debt management to manage how value can be added in the software evolution.


H1 focused on software innovation and how to deal with the value estimation. This publication was one of the results of the state of the art study about value in software engineering. It was a preliminary study that pointed out the identification of sources of innovation in software development and a short list of elements that could be needed to estimate the value of “new ideas” in software development.

**P 2** Fernández Sánchez, Carlos; Díaz Fernández, Jessica; Garbajosa Sopena, Juan y Pérez Benedí, Jennifer (2013). A Cost-Benefit analysis model for technical debt management considering uncertainty and time. Work in progress track at the 39th Euromicro Conference on Software Engineering and Advanced Applications (SEAA 2013) Santander, Spain, September 4-6, 2013.

H2 sketched some basic concepts that are necessary for cost-benefit analysis based on technical debt by presenting a new model that allows performing cost-benefit analysis dealing with the uncertainty of the future changes and considering the time frame where decisions can be made. In addition, the model helps to reason about the possible situations that can occur around the system and that can affect the software evolution.


H3 used the model defined in H2 in a case study performed in the development of a software product. The model was integrated into a process within the software development methodology and used to make decisions about investments in flexibility (refactorings) in the architecture. The model was satisfactorily used allowing several
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findings that guided the next research steps. The model needed to be adapted to the context of the software under analysis, the case study was a framed project about a very specific decision, and therefore, to use the model for more general decisions in any possible project more adaptations would be required. As a conclusion, it was necessary to study what elements were required to create models in other projects.


P 4 [36] showed the methods and techniques that were available to support the identified elements in the previous study. This allows identifying gaps in the state of the art and available techniques to be used in the implementation of specific models to making decisions about software evolution.


P 5 [37] identified the elements that had to be considered for creating models to make decisions about software evolution. This publication presents the first version of a framework with the goal of guiding in the creation of specific models for specific projects. It also includes different points of view depending on the stakeholders involved in the decision-making process.


P 6 [116] is a collaboration with other researchers in the field of software startups. This publication corresponds to one of the exploitation strategies that are planned for this thesis. One of the fields where the outcomes of this thesis can be used is in making decisions in software startups. This publication is mainly related to future work.
Table 1.1: Summary of research objectives, results, and publications

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Result</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contribution 1</td>
<td>Identification of technical debt management as a mechanism to manage value</td>
<td>P1, MT1</td>
</tr>
<tr>
<td>Contribution 2</td>
<td>A theoretical framework for technical debt management</td>
<td>P5, P7</td>
</tr>
<tr>
<td>Contribution 3</td>
<td>State of the art in methods and techniques for technical debt management</td>
<td>P4, P7, P9, T1</td>
</tr>
<tr>
<td>Contribution 4</td>
<td>A model for technical debt management</td>
<td>P2, P3, P8, P9, T1</td>
</tr>
</tbody>
</table>


P 7 [39] is an extension of the P5 and P4 publications. This publication included a revision of the framework defined in P5 and extended the analysis of the techniques and methods of P4 by analyzing their rigor and industrial impact.


P 8 (submitted) presents a model for making decisions on software evolution considering internal and external quality. The model was defined following the framework defined in P7. Finally, the model was applied to a large project in a case study.


P 9 (accepted) presents TEDMA Tool, the tool that has been developed in this thesis to use the model defined in P8.

T 1 Carlos Fernández Sánchez, TEDMA Tool, A tool developed for technical debt management.

1.5 Research Methodology

In this section, the methodology followed in this thesis is described.

Because the research started from an initial stage where no previous research was performed, an exploratory sequential mixed approach was used following the Creswell’s
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<table>
<thead>
<tr>
<th>Publication</th>
<th>Journal/Conference/Workshop</th>
<th>Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 [34]</td>
<td>Workshop on Managing the Client Value Creation Process in Agile Projects (VALOIR)</td>
<td>Main conference CORE B</td>
</tr>
<tr>
<td>P2 [35]</td>
<td>Work in progress track at the 39th Euromicro Conference on Software Engineering and Advanced Applications (SEAA)</td>
<td>Main conference impact CORE B</td>
</tr>
<tr>
<td>P3 [37]</td>
<td>Hawaii International Conference on System Sciences</td>
<td>CORE A</td>
</tr>
<tr>
<td>P4 [36]</td>
<td>IEEE International Workshop on Managing Technical Debt (MTD) in conjunction with International Conference on Software Maintenance and Evolution (ICSME)</td>
<td>Main conference CORE A</td>
</tr>
<tr>
<td>P5 [37]</td>
<td>IEEE/ACM International Workshop on Software Architecture and Metrics, in conjunction with the International Conference on Software Engineering (ICSE)</td>
<td>Main conference CORE A*</td>
</tr>
<tr>
<td>P6 [116]</td>
<td>e-Informatica Software Engineering Journal</td>
<td>CiteScore 2015: 0.30, SJR 2015: 0.117, SNIP 2015: 0.318</td>
</tr>
<tr>
<td>P9 (accepted)</td>
<td>Euromicro Conference on Software Engineering and Advanced Applications (SEAA)</td>
<td>CORE B</td>
</tr>
</tbody>
</table>
recommendations [26, p. 266-274]. The mixed-methods approach of this research as outlined by Creswell [26] requires the use of both qualitative and quantitative data. In this thesis, qualitative data were extracted mainly from literature reviews and exploratory case studies. Qualitative data were firstly used to define a theoretical framework of reference and to identify quantitative measures and techniques to be used in later stages of the research. Quantitative data were obtained from software tools used to monitor the development process, the product status, and the code quality. Quantitative data were used for applying the proposed model in a large software project.

As a consequence, this thesis used several methods to perform different steps in the research. Each method was selected to achieve specific outcomes in the different steps of the thesis. In Section 1.5.1 the methodologies and methods used are described. In Section 1.5.2 the process followed, including each step and the justification of the methodology used in each step is provided.

### 1.5.1 Research Methodologies and Methods

**Systematic Literature Review.** A systematic literature review is a means of identifying, evaluating and interpreting all available studies relevant to a particular research question, or topic area, or phenomenon of interest [63]. Its importance is that it synthesizes existing work in a manner that is fair and seen to be fair [63]. In this thesis, the guideline provided by Kitchenham and Charters [63] for performing systematic literature review in software engineering was used. According to that guideline, the main characteristics of systematic literature review studies are:

- The motivation for performing a systematic literature review is to summarize the existing evidence concerning a treatment or technology.
- It helps to identify any gaps in current research in order to suggest areas for further investigation.
- It can be used to provide a framework/background in order to appropriately position new research activities.
- It uses empirical evidence to determine whether the given hypothesis is supported or contradicted.

**Narrative Synthesis.** As defined by Popay et al. [86] narrative synthesis refers to an approach, which can be used within systematic literature reviews, for synthesis of multiple studies and that relies primarily on the use of words and text to
summarize and explain the findings of the studies. Whilst narrative synthesis can
involves manipulate statistical data; the defining characteristic is that it
adopts a textual approach to the process of synthesis to ‘tell the story’ of the
findings from the included studies. As used here ‘narrative synthesis’ refers to a
process of synthesis that can be used in systematic reviews focusing on a wide
range of questions, not only those relating to the effectiveness of a particular
intervention. In this thesis, a narrative synthesis was used, following the guideline
of Popay et al. [86] for using narrative synthesis in systematic literature reviews.

**Systematic Mapping.** A systematic mapping study allows the evidence in a domain
to be plotted at a high level of granularity [63]. This allows for the identification
of evidence clusters and evidence deserts to direct the focus of future systematic
reviews and to identify areas for more primary studies to be conducted [63]. A
systematic mapping study provides a structure of the type of research reports and
results that have been published by categorizing them and often gives a visual
summary, the map, of its results [84]. Systematic mapping studies are designed to
provide a broad overview of a research area [84]. A systematic map helps to iden-
tify research gap in a topic area and indications for lack of evaluation or validation
research in certain areas with less effort than a systematic literature review [84].
In this thesis, systematic mapping was performed by following Petersen et al.’s
guide [84].

**Constant Comparison (Qualitative Research).** One of the differences between
systematic literature reviews and systematic mappings is that the latter do not
require deep reading and synthesis of the analyzed studies [84]. In the present
thesis, the studies selected for the systematic mapping were analyzed in detail to
extract additional information. Specifically, the selected studies were analyzed
using coding and continuous comparison, both techniques used in qualitative re-
search [108]. These techniques were useful to identify common concepts in the
studies and to create definitions of them by gathering all the information provided
by the different studies. This thesis did not use Grounded Theory [108], but it
used some of the techniques used in such methodology.

**Rigor and Industrial Relevance.** Systematic mapping studies are designed to pro-
vide a broad overview of a research area [84]. In addition to that, in this thesis,
the selected studies in systematic mapping were analyzed in terms of rigor and
industrial relevance. The method defined by Ivarsson and Gorschek [59] was used.
This provided more detailed view of the state of the art of the research area from
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an industrial perspective.

Exploratory Case Study. A case study is an empirical method that investigates contemporary phenomena in its natural context [123]. Exploratory case studies are performed for finding out what is happening, seeking new insights and generating ideas and hypotheses for new research [94]. In this thesis, the Runesson and Höst’s [94] guideline for conducting case studies in software engineering was used.

1.5.2 Research Process

Figure 1.1 shows the different steps and methods used in this thesis. This thesis is mainly an exploratory effort. Therefore, the research started studying the state of the art of wide scope concepts as software architecture and value (see the outcome of the first process in Figure 1.1). After some initial finding were found out, a second state of the art was performed in a more specific topic: technical debt management (see the outcome of the fourth process in Figure 1.1). Consequently, within this thesis, two states of the art were analyzed in different stages of the research. In the next paragraphs, each step is described.

- Initial Exploratory Study. The first phase consist of an exploration about how to use the concept of value in software

The first step performed in this thesis was a systematic literature review [63] of value added from decisions in the internal quality of the software. To do that the systematic literature review was focused on software architecture. Software architecture is defined by ISO/IEC/IEEE 42010:2011 [2] as system fundamental concepts or properties of a system in its environment embodied in its elements, relationships, and in the principles of its design and evolution. The architecture of a system constitutes what is essential about that system, considering its relationship with its environment. Therefore, software architectures provide high-level abstractions for representing the structure, behavior, and key properties of complex software systems [42]. Then, using architecture, this thesis uses a top-down strategy. This strategy was motivated because there are too many low-level abstractions in software to be analyzed in terms of internal quality of software and value in an affordable way. Design, code practices, testing, documentation, etc. provide many different points of view of the internal quality of software. The fact that this thesis analyzes value from software architecture does not mean that these other abstractions levels were not used in other steps. But the initial step was to analyze how the internal quality of software is related to the value
1. INTRODUCTION

of software and therefore it is better to start analyzing the part of software more
related with business, that in this case, it is software architecture [11, ch. 1].

Narrative Synthesis was used to identify the concepts involved in the value cre-
ation in software internal quality in the studies analyzed in the systematic lit-
erature review of the previous process. The motivation to use this method was
due to the studies found in the systematic literature review provide very different
points of view about how value can be created from the software architecture
and this method is suitable to analyze heterogeneous conclusions from different
studies.

One of the main identified concepts that can be used to analyze the value of
internal quality decisions, is technical debt. With the outputs of the systematic
literature review and the synthesis process, a preliminary case study was per-
formed to analyze the applicability of the learned concepts for creating a model
for technical debt management. The main goal of this process was to increase the
knowledge by using available techniques on the field. The main outcomes of this
process were the identification of a set of limits that exists for defining models for
technical debt management, especially the necessity of adapting models for the
context of each project.

- **Framework for Technical Debt Management.** Thus it was necessary to
go further in the state in the art of technical debt management. To do that
a systematic mapping study on technical debt management was performed to
analyze the state of the art in this topic. A systematic mapping study helps
to identify research gap in a topic area and indications for lack of evaluation or
validation research in certain areas [84]. Therefore it was suitable for the goals of
this step. But to go further than the state of the art on technical debt management
this thesis use coding and constant comparison from qualitative research [108] to
define a framework based on the identification and definition of the elements
that are required for technical debt management. This was a synthesis step were
the studies selected for the systematic mapping study were analyzed to identify
and define the elements required for technical debt management. Thanks to
the identification of the elements a theoretical framework about technical debt
management was defined.

- **Method and Techniques for Technical Debt Management.** To know the
support of methods and techniques for technical debt management we analyzed
the rigor and industrial relevance of the studies identified in the systematic map-
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Figure 1.1: Research process followed in this thesis

- Decision Making Support.

Finally, using the framework for technical debt management and the available methods and techniques this thesis includes an exploratory case study [94] where a specific model for technical debt management was defined from the theoretical framework to analyze a large software project. To conduct the case study, the previously implemented software tool, TEDMA Tool, was used to extract and analyze the data of the project under analysis.
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1.6 Thesis Overview

The remainder of this thesis is structured using the objectives described in Section 1.3.

Therefore, the structure used is:

- Chapter 2 identifies how customer value is added to software from the internal quality of software. This chapter includes the state of the art of the usage of the value concept in software architecture.

- Chapter 3 presents a preliminary case study that was performed with the objective of obtaining further knowledge about how the concepts identified in Chapter 2 can be effectively used in software projects.

- Chapter 4 identifies the entire set of elements that have been used to manage technical debt. Elements are understood as the concepts used to implement technical debt management, regardless of their nature. This chapter includes the state of the art of technical debt management.

- Chapter 5 identifies and analyzes the tools and strategies for technical debt management that are available to support the elements identified in Chapter 4.

- Chapter 6 presents TEDMA, a tool for technical debt management. TEDMA implementation responds to the necessity of a tool that facilitates the experimentation with different technical debt management tools and strategies.

- Chapter 7 puts into practice the technical debt management element framework defined in Chapter 4. To do that a model for technical debt management that takes into account time-to-market has been defined and used in a case study.

- Chapter 8 presents and analyses the main contributions of this thesis and it also presents future research.
Part II

Identification of how software internal quality increases the customer value
Chapter 2

How to Add Value from Software Architecture

The goal of this chapter is to identify how value for the customer is added to software from the internal quality of software. This chapter is an excerpt from the following work:

2. HOW TO ADD VALUE FROM SOFTWARE ARCHITECTURE

2.1 Introduction

The first contribution of this thesis, Contribution 1 is Identification of how software internal quality increases the customer value. As it is said in Section 1.5.2 to achieve this goal a systematic literature review was performed. Therefore, this chapter follows the structure recommended by Kitchenham and Charters [63] to report systematic literature reviews in software engineering.

The remainder of the chapter is organized as follows: Section 2.2 presents the main concepts involved in the systematic literature review; Section 2.3 details the research method (i.e., a systematic literature review); Section 2.4 discusses the results; and Section 2.5 summarizes the outcomes of the systematic literature review in the context of this thesis.

2.2 Background

2.2.1 Architecting activities

Software architecture is defined as the fundamental concepts or properties of a system in its environment, which are embodied in its elements, relationships, and in the principles of its design and evolution [2]. Software systems are constructed to satisfy customers’ and organizations’ business goals. According to Bass, Clements, and Kazman [11, ch. 1], the path from abstract goals (i.e. business goals) to concrete systems can be complex. Nevertheless, architecture can help tame this complexity because it is a bridge between the business goals and the final system.

To achieve the goal described in the introduction, it is necessary to clarify what “architecting activities” are performed in software architecture: this term represents the tasks (or activities) that are performed in the entire software life cycle, which are related to software architecture creation or maintenance. Several authors have used different terms to describe these activities.

- Gorton uses “determine architectural requirement,” “architecture design,” and “validation” [45].
- Emery, Hilliard and Rice use “understand program,” “select views,” “analyze each view,” “integrate views,” “trace views to needs,” and “validate” [32].
- Falessi, Cantone and Kruchten use “requirement analysis,” “decision making,” and “architectural evaluation” [33].
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- Hofmeister et al. use “architectural analysis,” “architectural synthesis,” and “architectural evaluation” [18].

Using these previous works as references, in this chapter, architecting activities are classified as actions that perform work with a software architecture, in which it is possible to generate value for customers. The actions are defined below:

- **Analysis** aims to understand the environment where the system will work. This includes functional and non-functional requirements, schedule restrictions and business requirements.

- **Synthesis** or design concerns creating or changing the architecture.

- **Evaluation** means testing the architecture to ensure that it satisfies the needs identified in the analysis.

- **Documentation** of the architecture includes design decisions, the rationale for such decisions, and management of the knowledge that is relevant to the architecture.

- **Management** includes scheduling, tools, methodology, and so on.

### 2.2.2 Value-Based Software Engineering

In the engineering field “a product or service is generally considered to have good value if that product or service has appropriate performance and cost” [75]. However, because value is subjective [29, p. 22], the concept of customer value is widely used, which is “a customer’s perceived preference for, and evaluation of, those product attributes, attribute performances, and consequences arising from use that facilitate (or block) achieving the customer’s goals and purposes in use situations” [120]. Therefore, it is possible to claim that value depends on the customers’ perceptions and expectations. Moreover, a product will have value for a customer if it satisfies the value propositions of that customer, which represent the customer’s expectations. If a product does not fulfill a minimum number of these value propositions, the product will not have value for customers or a subset of them. Therefore, the value for the customers is closely linked to the external quality of the software, that is, the quality that customers can perceive [98].

In software engineering, Value-Based Software Engineering [13] proposes the use of value management in software engineering activities. The goal is to use value as a driver
2. HOW TO ADD VALUE FROM SOFTWARE ARCHITECTURE

for developing software. Hence, Boehm [14] recommended that software engineering has the goal of adding value, including value-based software architecture.

The focus of this chapter is on value-based software architecture, and therefore it does not investigate the other areas in this field. Value-based architecture involves the reconciliation of the system’s objectives with achievable architectural solutions [14].

It can be concluded that value is a complex concept that can be seen from different perspectives. These perspectives have to be taken into account conducting a deep analysis of value.

2.3 Research Method

The method selected to achieve the goals of this chapter is the Systematic Literature Review (SLR) [63]. This method was selected because it has been reported to be useful in identifying and summarizing the existing evidence concerning a treatment or technology. A systematic literature review helps to identify any gaps in the current research and suggest areas for further investigation. It also can be used to provide a framework or background for appropriately positioning new research activities [63]. These capacities match very well the goal of this chapter.

The guide published by Kitchenham and Charters [63] was used. The first step in a systematic literature review is to define the review protocol. The following subsections then summarize the protocol used to conduct the literature review.

2.3.1 Research questions

It is necessary to highlight that the objective is focused on internal quality. It was decided to analyze value and architecture without limiting the search to internal quality because the most of the publications do not focus on internal or external quality of software. Therefore, the focus on the internal quality was used in the analysis of the studies, but not in searching them.

The research questions were:

• **RQ1**: What concepts are involved in the value creation in architecting activities (see Section 2.2.1)?
  
  – **RQ1.1**: In which architecting activities are value considerations taken into account?
  
  – **RQ1.2**: What motivations and/or goals have driven the use of value-based approaches in software architecting activities?
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- **RQ1.3**: What architecting techniques are value driven, and how do they make use of value?

- **RQ2**: How do architecting activities (see Section 2.2.1) create value?

Following [63], the population, intervention, and outcomes that were used to construct the search string are described below. These three elements helped formulate the research question within the context of the study. *Population* refers to the group of persons under analysis; *intervention* refers to the activities that are analyzed; *outcomes* refers to what results are expected from the studies.

- **Population**: software architecture practitioners and researchers.

- **Intervention**: software architecting activities such as synthesis, evaluation, documentation, and so on.

- **Outcomes of relevance**: how value is used in the context of software architecture.

### 2.3.2 Search strategy

The search string used to select the relevant studies was created from the research questions. The structure of the search string obtained from this first step is the following.

**Listing 2.1**: Query string structure

```
(software) and (architecture terms) and (value terms)
```

To identify the terms used in the final string, a former systematic mapping of value-based software engineering [57] was used as a starting point. To help extract the most relevant terms and inspired by the suggestions about objective search string elicitation provided by Zhang and Ali Babar [127], a data mining tool (RapidMiner [4]) was used to analyze the metadata of the references previously identified by that systematic mapping. The resulting search string can be seen in Listing 2.2. It was necessary to slightly adapt this string so that it could be used in the search engines of the following electronic libraries: IEEExplore, ACM Digital library, Scopus, ScienceDirect, Engineering Village and Web of Knowledge.

**Listing 2.2**: Query string

```
("software")
AND
("architecture" OR "highlevel design" OR
```
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"abstract design" OR "solution domain" OR
"description of the system" OR
"system description" OR
"system's description" OR "software system" OR
"architectural")
AND
("value" OR "valuation" OR
"intellectual property valuation" OR
"cost benefit" OR "benefit realization" OR
"business case analysis" OR "economic value" OR
"economic profit" OR "economic-driven" OR
"economic driven" OR "return on investment" OR
"return investment" OR "stakeholder win-win" OR
"decision multiple criteria" OR
"competitive position" OR
"network externalities" OR
"differentiation value" OR
"value driven" OR "value-driven" OR
"drive by value" OR "driven by value" OR
"business value" OR "business-value" OR
"value for the business" OR
"customer value" OR "customer-value" OR
"added value" OR "added-value" OR
"perceived value" OR "perceived-value")

To perform the systematic literature review two complementary search processes were performed. The first one included most of the studies, and the second one was performed to update the analysis once the main block of studies had been analyzed previously. Consequently, this review is based on publications to 13 May 2014, which is the date of the last search. The results of the searches were stored in files using the BibTeX format. Finally, all references were stored in the Mendeley reference manager [3], which was extensively used in the selection process described below.

2.3.3 Study selection criteria

To select the candidate studies, a set of inclusion and exclusion criteria and a process of applying them were established.

2.3.3.1 Inclusion criteria

- Study refers to the use of value in software architecting activities.
- Study must be peer reviewed (i.e., published in a journal, conference or workshop).
2.3 Research Method

- Study presents evidence or evaluation of the use of value in software architecture.

2.3.3.2 Exclusion criteria

- Study makes reference to the use of value but not in the software architecture context.
- Study is not accessible in full-text format (electronic or physical).
- Study is not a primary study.
- Study does not have the required quality (see Section 2.3.5).

2.3.3.3 Selection process

To apply these criteria the process shown in Figure 2.1 was followed. The filters in process correspond to the step of the process in which studies were discarded. Filter1 discards papers duplicated or already analyzed, Filter2 discards papers not peer reviewed for publication in journals, workshops, conferences, and so on, or not primary studies. Filter3 discards papers clearly not related to the subject of the review, and Filter4 discards papers not related to the research questions. Finally, Filter5 discards studies that do not have a sufficiently high-quality score, as described in Section 2.3.5.

2.3.4 Included and excluded studies

The first step consisted of using the search string in all the selected digital libraries. For later consultation, all results were stored in files in the BibTeX format. This format was selected because it is often used by many reference managers. The BibTeX format facilitates the usage of the obtained references. All references were then stored in the reference manager: Mendeley [3]. The next step was to identify publications selected several times, that is, repeated. A tool provided by Mendeley was very helpful in this step. After removing duplicates, the complete selection process described in Figure 2.1 was performed in the remaining studies. All steps were documented using the tag system provided by the Mendeley reference manager. Tables 2.1 and 2.2 show the numbers of articles analyzed in each step. Remarkably, in many cases, the same article was found in more than one library. As Table 2.2 shows, 58 publications were selected for the systematic literature review.
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Figure 2.1: Study selection process
2.3 Research Method

Table 2.1: Papers selected from each database

<table>
<thead>
<tr>
<th>Database</th>
<th>Found</th>
<th>After Filter 1 &amp; 2</th>
<th>After Filter 3</th>
<th>After Filter 4</th>
<th>After Filter 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEExplore</td>
<td>1461</td>
<td>1428</td>
<td>166</td>
<td>28</td>
<td>21</td>
</tr>
<tr>
<td>ACM Digital library</td>
<td>744</td>
<td>730</td>
<td>111</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>Scopus</td>
<td>4218</td>
<td>4072</td>
<td>262</td>
<td>54</td>
<td>41</td>
</tr>
<tr>
<td>ScienceDirect</td>
<td>348</td>
<td>331</td>
<td>22</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Engineering Village</td>
<td>2283</td>
<td>2213</td>
<td>206</td>
<td>47</td>
<td>37</td>
</tr>
<tr>
<td>ISI Web of Knowledge</td>
<td>1123</td>
<td>1211</td>
<td>143</td>
<td>30</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2.2: Total number of found references

<table>
<thead>
<tr>
<th>Found</th>
<th>After Filter 1 &amp; 2</th>
<th>After Filter 3</th>
<th>After Filter 4</th>
<th>After Filter 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>10177</td>
<td>6683</td>
<td>410</td>
<td>75</td>
<td>58</td>
</tr>
</tbody>
</table>

2.3.5 Assessment of study quality

The quality of the selected studies is an essential factor, first deciding whether a candidate study will be selected, second, it can be used as a tool to assist in the data analysis and synthesis stages. The data about the quality of the selected studies were obtained at the same time as the main data extraction activity was performed.

To conduct the most objective analysis of the studies, a set of questions about quality were chosen and described. These questions were answered using the information extracted from the studies. Hence, all the studies were evaluated following the same criteria.

A limitation of this method is that studies could only be evaluated using the information obtained from the publications. If other additional information, such as technical reports, web pages and so on was available, it was also used. However, because of limited space, many publications could not provide all possible information about the study. Therefore, in practice, this method was an assessment of the available information, rather than an assessment of the quality of the study performed by the authors.

The answers to these questions were stored according to each selected study, using Microsoft Excel documents. These results consist of a score that follows the following rules. For each secondary question, a score between one and four is assigned. Each primary question score is composed based on the mean of all the secondary questions that it includes. Finally, the total score is the sum of all the primary questions. Therefore, the total score is between 11 and 44 because there are eleven primary questions. Finally, the higher the score is, the higher the quality of the information provided by
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the selected study, which is determined by the authors of this work.

The questions about quality that are addressed by this study can be seen in the Annex [3].

The quality score of the selected publications was used to discard papers that obtained a low-quality score so that conclusions could be obtained from the publications having more detailed information. The criteria used considered that studies with scores lower than 22 did not provide enough information. Scores higher than 33 indicated studies that provided detailed information. Publications scoring between 22 and 33 were considered not to have enough information. Figure 2.2 shows the distribution of the quality score of the publications.

To avoid conclusions based on the data extracted from studies that do not provide enough detailed information, according to the described grading process, studies with low-quality scores were discarded in Filter 5 of the selection process described in Section 2.3.3.3. Fifty-eight primary studies fulfilled the quality criteria and therefore were used to answer the research questions.

2.3.6 Data extraction strategy

A form for data extraction was created to extract the information that was relevant to the research questions of this chapter. The goal of this form was to help extract all the required information from each of the selected studies.

The research questions (Section 2.3.1), are focused on identifying concepts and techniques related to software architecture that consider value in some way. The data form used can be seen in Annex [A].

Because the selected studies are heterogeneous, they did not follow a common pattern in describing the relationships between value and architecture. Therefore, it was not always possible to obtain input for all topics on the data form from every study. When the required data were obtained from the studies, they were used as the start point in the process of synthesis in order to identify relationships between concepts. The synthesis process is explained in the next section.

2.3.7 Data synthesis process

A narrative synthesis approach was followed to uncover the concepts used in the analyzed publications and the relationships between those concepts. A definition of narrative synthesis is given in [86]: “Narrative synthesis refers to an approach to the systematic review and synthesis of findings from multiple studies that relies primarily
on the use of words and text to summarize and explain the findings of the synthesis. Whilst narrative synthesis can involve the manipulation of statistical data, the defining characteristic is that it adopts a textual approach to the process of synthesis to ‘tell the story’ of the findings from the included studies. As used here ‘narrative synthesis’ refers to a process of synthesis that can be used in systematic reviews focusing on a wide range of questions, not only those relating to the effectiveness of a particular intervention”. This method was selected because it is suitable for heterogeneous studies, such as studies included in the present systematic literature review. The use of narrative synthesis in software engineering was previously reported [27]. Popay et al. [86] produced a guide for using narrative synthesis in systematic literature reviews. Although the guide is oriented towards medical studies, it is suitable for software engineering [27]. In the guide, four steps are proposed to perform a narrative synthesis. These are described below, with suggestions for the possible uses of each:

1. Developing a theory. This section corresponds to an initial description of the fundamental concepts, processes, and activities that represent the basis of the studies analyzed.

2. Developing a preliminary synthesis. This is the initial analysis of the studies. The goal of this stage is to provide a preliminary view of the studies analyzed and to show factors that could influence the included studies.

3. Exploring relationships within and between studies. Studies are analyzed with the goal of revealing relationships between the concepts that they use. The goal of this stage is to show how the concepts are connected and to determine factors that differentiate the studies. This stage is very important because it reveals the concepts that underlie all the selected studies.

4. Assessing the robustness of the synthesis. In this part of the synthesis, all the means that have been used to minimize bias should be described.

Figure 2.3 shows the process followed and the techniques used. The first step corresponds to the analysis of the main concepts involved in this study, that is, the analysis of architecting activities and value-based software engineering. The output of this step is summarized in the background section of this paper. For steps two and three, several techniques were used to consider which were the most suitable to answer the research questions. Tabulations and charts were used to show information in a schematically, making it easier to understand and visualize. Microsoft Excel was used
Figure 2.2: Studies quality distribution

to apply these techniques. *Ideas webbing/conceptual mapping* was used to identify the principal concepts in the studies and to determine the relationships between them, including the relationships among the concepts identified in different studies. In this case, Microsoft Visio was used.

*Grouping and clustering* techniques were used to identify groups of studies and concepts with common characteristics, allowing the classification of the studies to be analyzed. This was done by adding labels to the data collected in the Microsoft Excel sheets that were used to perform the analysis. *Textual descriptions* were used to discuss the underlying implications of the discovered concepts and relationships. The output of steps two and three of the data synthesis are summarized in Section 2.4. Finally, because of the kind of studies analyzed and their difference from one another (e.g., their scopes, contexts, and goals), it was not possible to use techniques proposed to assess the robustness of narrative synthesis for quantitative studies [85]. Therefore, we used the quality criteria described in Section 2.3.5 of the systematic literature review to avoid studies lacking sufficient information to obtain conclusions.
58 studies selected in the SLR

Developing a theory

Developing a preliminary synthesis

- Tabulation
- Charts

Exploring relationships within and between studies

- Ideas webbing/conceptual mapping
- Grouping and Clustering
- Textual description
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Figure 2.3: Synthesis process, inspired from [86]
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Table 2.3: Architecting activities and the studies where they were found

<table>
<thead>
<tr>
<th>Architecture activities</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthesis</td>
<td>[S12] [S11] [S5] [S10] [S4] [S9] [S2] [S21] [S8] [S42] [S5] [S19] [S2] [S8] [S49] [S9] [S16] [S2] [S24] [S5] [S5] [S63] [S64] [S5]</td>
</tr>
<tr>
<td>Documentation</td>
<td>[S18] [S17] [S14] [S15]</td>
</tr>
<tr>
<td>Evaluation</td>
<td>[S20] [S40] [S27] [S38] [S34] [S50] [S5] [S29] [S35] [S43] [S28] [S36] [S30] [S7] [S48] [S24] [S1] [S37] [S32] [S13] [S39] [S31] [S6]</td>
</tr>
<tr>
<td>Design as a whole</td>
<td>[S25] [S26] [S47] [S33]</td>
</tr>
<tr>
<td>Management</td>
<td>[S44] [S10] [S46] [S45]</td>
</tr>
</tbody>
</table>

2.4 Results

In this section, the results obtained for each research question defined in Section 2.3.1 are described.

2.4.1 RQ1: What concepts are involved in the value creation in architecting activities?

To answer this question focus was on architecting activities in which the value concept was used, as well as on techniques used or proposed to support activities using the value concept. The goal was to obtain a general picture of the current use of value in software architecture. To answer this question, more specific research questions were formulated.

2.4.1.1 RQ1.1 In which architecting activities are value considerations taken into account?

The goal of this question is to identify the architecting activities (see Section 2.2.1) that consider the concept of value and use it as a driver to perform the activity.

Figure 2.4 shows the distribution of the architecting activities identified in the selected studies. Table 2.3 shows studies classified by architecting activity.

Studies not focused on concrete activities but on architecting in general were classified as Architecting as a whole.

The results showed that the most frequent activities in which value was used are evaluation and synthesis. Nevertheless, it is necessary to emphasize that all studies involved somehow architectural analysis to a greater or lesser degree: however, this architectural activity is not the sole activity reported in these studies. As architectural analysis aims to understand the environment where the system will work, this means that all the architecting activities take into account the context of software when in such activities value is considered.
2.4 Results

Figure 2.4: Studies included in the study classified by architecting activity

2.4.1.2 RQ1.2 What motivations and/or goals have driven the use value-based approaches in software architecting activities?

Several goals were identified as the motivation to use value-based approaches. Figure 2.5 shows the number of studies classified by identified goals. Table 2.4 shows the selected studies classified by goal. The goals are not bound to a given architecting activity. As shown, Achieve stakeholders’ concerns is the most frequently cited goal in all the studies. This goal is common to studies about architectural evaluation or decision making in architectural synthesis when the effect of architecture characteristics on stakeholders’ concerns is considered. These studies are focused mainly on external quality because they are focused on the concerns that can be perceived by stakeholders. Only if maintainability or flexibility are considered by stakeholders, internal quality would be considered, but without clearly analyzing the impact of the internal quality in the future possible changes.

Another goal that is frequently referenced is to assess the value of flexibility. These studies intend to calculate or estimate the value derived from decisions made about software architecture through the flexibility that they add to software. These studies deal with internal quality by analyzing how the flexibility of a system will help to accommodate future changes, and therefore, it will help to add value for the customers in the evolution of software.

The third most referenced goal is to assess the value of architectural decisions. In many cases, the motivation corresponds to the need to choose between different design
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Figure 2.5: Studies’ goals related to architecture

Table 2.4: Goals of the selected studies

<table>
<thead>
<tr>
<th>Goals</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achieve stakeholders’ concerns</td>
<td>S20</td>
</tr>
<tr>
<td>Valuation of architectural decisions</td>
<td>S36</td>
</tr>
<tr>
<td>Assess the value of flexibility</td>
<td>S12</td>
</tr>
<tr>
<td>Documenting architectural decision rationale</td>
<td>S18</td>
</tr>
<tr>
<td>Reducing waste</td>
<td>S10</td>
</tr>
<tr>
<td>Integration of different architectures</td>
<td>S58</td>
</tr>
<tr>
<td>Manage Technical Debt</td>
<td>S35</td>
</tr>
</tbody>
</table>

options. Hence, to calculate or estimate the value of those options will help in making decisions. The options will have more or less value considering the long-term impact and depending on possible future change scenarios.

To manage technical debt is very close to flexibility and options. In that case, technical debt management is focused on analyzing the relationship between internal quality of the software with future costs and capacity to support future changes. Therefore, technical debt management helps to manage the internal quality and its degradation over the project evolution.

Reducing waste and integration of different architectures are special cases of achieving stakeholders’ concerns.
2.4 Results

2.4.1.3 RQ1.3 What architecting techniques are value driven, and how do they make use of value?

The first step to answer this question was to identify the techniques used in the selected studies. Some studies used several techniques, while others did not use any. Table 2.5 shows the identified techniques, as well as the references to the studies where they were identified. It is divided into two main sections, the top one shows the evaluation methods identified. The bottom section of the table shows the remaining techniques used in the analyzed studies.

The goal of architecture evaluation is to analyze software architecture to identify risks and verify that the quality requirements have been addressed in the design of the architecture [30]. The row I-Evaluation in Table 2.5 shows the identified evaluation methods and techniques. Data have been aggregated. That is, different versions of the same method or technique were assumed the same. For example, several versions of the Cost Benefit Analysis Method (CBAM) were used in the studies (e.g., CBAM, CBAM2, WinCBAM, CBAM+AHP). In this case, they all have been counted as CBAM. Two frameworks to analyze architectural evaluation methods were used to help in the analysis and synthesis of the methods.

The first framework was defined by Babar et al. [10] and is an extension of the framework defined by Dobrica and Niemela in [30]. The summary of the analysis can be seen in Table 2.6. It is possible to highlight that:

- Some of the methods (ATAM, Losavio et al., SQUASH, SystEM-PLA, and QuaDAI) are focused on the assessment of quality attribute. That is, the objective of these methods is to determine whether architectures will satisfy, to a certain level, different quality attributes (QA). The value is considered by being sure that the architecture satisfies the stakeholders’ concerns.

- Other methods (CBAM, LiVASAE, CBAM+AHP, CBAM+ANP, WinCBAM, and REARM) consider return on investment (ROI) in the architecture evaluation. That is, these methods evaluate the benefits and costs of the different architecture strategies. These methods are mainly centered on the economic perspective.

- Finally, MORPHOSIS is centered only on maintainability, that is, on future changes.

The second analysis was performed following the framework defined by Kazman et al. [61]. The summary of the second analysis is shown in Table 2.7. It is possible to highlight that:
Table 2.5: Methods/Techniques used and/or defined. One study can use several methods and techniques. Different versions of the same method or technique have been count as the same.

<table>
<thead>
<tr>
<th>Used / Defined Methods</th>
<th>No.</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATAM</td>
<td>12</td>
<td>S20, S21, S34, S29, S35, S43, S28, S48, S31, S30, S37, S36</td>
</tr>
<tr>
<td>CBAM</td>
<td>6</td>
<td>S27, S31, S29, S35, S43, S30</td>
</tr>
<tr>
<td>Losavio et al.</td>
<td>2</td>
<td>S36, S37</td>
</tr>
<tr>
<td>QuaDAI</td>
<td>1</td>
<td>S20</td>
</tr>
<tr>
<td>REARM</td>
<td>1</td>
<td>S49</td>
</tr>
<tr>
<td>LiVASAE</td>
<td>1</td>
<td>S30</td>
</tr>
<tr>
<td>SystEM-PLA</td>
<td>1</td>
<td>S48</td>
</tr>
<tr>
<td>SQUASH</td>
<td>1</td>
<td>S41</td>
</tr>
<tr>
<td>SAAM</td>
<td>1</td>
<td>S41</td>
</tr>
<tr>
<td>MORPHOSIS</td>
<td>1</td>
<td>S32</td>
</tr>
<tr>
<td>HoPLSAA</td>
<td>1</td>
<td>S36</td>
</tr>
<tr>
<td>ALMA</td>
<td>1</td>
<td>S32</td>
</tr>
<tr>
<td>Real Options Valuation</td>
<td>12</td>
<td>S53, S19, S12, S17, S49, S77, S16, S22, S3, S52, S41, S6</td>
</tr>
<tr>
<td>DSM</td>
<td>6</td>
<td>S12, S11, S44, S23, S10, S46</td>
</tr>
<tr>
<td>Technical Debt</td>
<td>5</td>
<td>S15, S41, S19, S40, S39</td>
</tr>
<tr>
<td>AHP</td>
<td>4</td>
<td>S31, S24, S30, S50</td>
</tr>
<tr>
<td>GQM</td>
<td>3</td>
<td>S20, S38, S48</td>
</tr>
<tr>
<td>ArchOptions</td>
<td>2</td>
<td>S20, S26</td>
</tr>
<tr>
<td>Customer value-in-use</td>
<td>2</td>
<td>S20, S26</td>
</tr>
<tr>
<td>Lean</td>
<td>2</td>
<td>S20, S46</td>
</tr>
<tr>
<td>Customer segments</td>
<td>2</td>
<td>S20, S26</td>
</tr>
<tr>
<td>DMM</td>
<td>2</td>
<td>S10, S46</td>
</tr>
<tr>
<td>NOV</td>
<td>1</td>
<td>S11</td>
</tr>
<tr>
<td>Ojala 2008</td>
<td>1</td>
<td>S47</td>
</tr>
<tr>
<td>ArchDesigner</td>
<td>1</td>
<td>S2</td>
</tr>
<tr>
<td>Game of involuntary altruism</td>
<td>1</td>
<td>S18</td>
</tr>
<tr>
<td>PSO</td>
<td>1</td>
<td>S51</td>
</tr>
<tr>
<td>Andrews et al. 2005</td>
<td>1</td>
<td>S3</td>
</tr>
<tr>
<td>Diaz-Pace et al. 2013</td>
<td>1</td>
<td>S14</td>
</tr>
<tr>
<td>NPV</td>
<td>1</td>
<td>S57</td>
</tr>
<tr>
<td>e3-VALUE</td>
<td>1</td>
<td>S21</td>
</tr>
<tr>
<td>VSM</td>
<td>1</td>
<td>S20</td>
</tr>
<tr>
<td>Svahnberg et al. 2003</td>
<td>1</td>
<td>S50</td>
</tr>
<tr>
<td>ACN</td>
<td>1</td>
<td>S11</td>
</tr>
<tr>
<td>WinWin</td>
<td>1</td>
<td>S20</td>
</tr>
<tr>
<td>CloudMTD</td>
<td>1</td>
<td>S3</td>
</tr>
<tr>
<td>ANP</td>
<td>1</td>
<td>S34</td>
</tr>
</tbody>
</table>
### Table 2.6: Analysis of the evaluation methods used in the selected studies based on the framework described in [10]

<table>
<thead>
<tr>
<th>Process support</th>
<th>Method’s activities</th>
<th>Method’s goals</th>
<th>Quality attributes addressed</th>
<th>Applicable project stage</th>
<th>Architectural description</th>
<th>Evaluation approaches</th>
<th>Stakeholders involved</th>
<th>Support for non-technical issues</th>
<th>Method’s validation</th>
<th>Resources required</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dormant</td>
<td>9 activities in 2 phases</td>
<td>Sensitivity &amp; Trade-off analysis</td>
<td>Multiple attributes</td>
<td>After SA/detailed design/iterative process</td>
<td>Architectural views related to the selected scenario</td>
<td>Scenario-based analysis &amp; stakeholders consensus</td>
<td>All major stakeholders</td>
<td>It is mainly oriented to technical issues (QAs)</td>
<td>Used in several domains</td>
<td>Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>8 phases</td>
<td>Selecting the most relevant scenarios</td>
<td>Multiple attributes</td>
<td>After ATAM analysis</td>
<td>Left to previous ATAM analysis</td>
<td>Metrics and measures of quality attributes</td>
<td>All major stakeholders</td>
<td>It analyzes architecture with economic perspective</td>
<td>Only one example</td>
<td>Evaluation team</td>
</tr>
<tr>
<td>Dormant</td>
<td>2 phases with a total of 7 steps</td>
<td>ROI evaluation at architectural level</td>
<td>Multiple attributes</td>
<td>Before architecture design</td>
<td>Left to previous ATAM analysis</td>
<td>Scenario-based analysis &amp; Stakeholder consensus</td>
<td>All major stakeholders</td>
<td>It analyzes architecture with economic perspective</td>
<td>Only one example</td>
<td>Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>Previous ATAM analysis &amp; 2 phases</td>
<td>ROI evaluation at architectural level</td>
<td>Multiple attributes</td>
<td>After ATAM analysis</td>
<td>Left to previous ATAM analysis</td>
<td>Scenario-based analysis &amp; Stakeholder consensus</td>
<td>All major stakeholders</td>
<td>It analyzes architecture with economic perspective</td>
<td>Only one example</td>
<td>Evaluation team</td>
</tr>
<tr>
<td>Dormant</td>
<td>Previous ATAM analysis &amp; 3 phases</td>
<td>ROI evaluation at architectural level</td>
<td>Multiple attributes</td>
<td>After ATAM analysis</td>
<td>Left to previous ATAM analysis</td>
<td>Scenario-based analysis &amp; Stakeholder consensus</td>
<td>All major stakeholders</td>
<td>It analyzes architecture with maintenance cost perspective</td>
<td>Only one context</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>Previous ATAM analysis &amp; 2 phases with a total of 7 steps</td>
<td>Evolution scenario analysis</td>
<td>Multiple attributes</td>
<td>After ATAM analysis</td>
<td>Left to previous ATAM analysis</td>
<td>Scenario-based &amp; stakeholders consensus</td>
<td>All major stakeholders</td>
<td>It is mainly oriented to technical issues (QAs), it considers cost and risk</td>
<td>One context</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>3 phases, the first one has the same steps that ALMA analysis</td>
<td>Quality attributes and structure analysis of product line architecture</td>
<td>Multiple attributes</td>
<td>Software maintenance</td>
<td>It uses source code analysis</td>
<td>Scenario-based &amp; stakeholders consensus</td>
<td>All major stakeholders</td>
<td>It is oriented to cost estimations</td>
<td>One context</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>3 phases</td>
<td>Evaluation of reference architecture</td>
<td>Multiple attributes</td>
<td>After reference architecture implementation or design</td>
<td>It uses UML architecture specification</td>
<td>Metrics &amp; metrics</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
<td>It is mainly oriented to technical issues (QAs)</td>
<td>One context</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
</tr>
<tr>
<td>Dormant</td>
<td>3 phases</td>
<td>Quality attributes evaluation in software product lines</td>
<td>Multiple attributes</td>
<td>After product architecture derivation or transformation</td>
<td>Mobile synthesizing architectural views and viewpoints</td>
<td>Metrics</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
<td>It is oriented to cost estimations</td>
<td>One context</td>
<td>Stakeholders &amp; Evaluation team &amp; stakeholders</td>
</tr>
</tbody>
</table>

**2.4 Results**

- **Evaluation approaches**: Process descriptions of the evaluation process, including the methods used for evaluating the selected architectural views.
- **Stakeholders involved**: Participation of different stakeholders in the evaluation process, such as architects, developers, or users.
- **Support for non-technical issues**: Consideration of non-technical aspects, such as economic or maintenance cost perspectives.
- **Method’s validation**: Validation methods used to ensure the effectiveness of the evaluation.
- **Resources required**: Resources needed for the evaluation, such as evaluation teams or stakeholders involved.

The table provides a detailed comparison of the evaluation methods used in the selected studies, highlighting the process support, method's activities, method's goals, quality attributes addressed, applicable project stage, architectural description, evaluation approaches, stakeholders involved, support for non-technical issues, method's validation, and resources required.
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- The evaluation methods are mostly based on the evaluation of quality attributes. The value is considered by being sure that the architecture satisfies the stakeholders’ concerns.

- Only some of them consider the economic implications (i.e., return on investment) of architecture strategies (see Table 2.7).

- Only MORPHOSIS and REARM explicitly take into account architecture decisions impact in the long term. MORPHOSIS considers future changes with regard to the maintainability of the architecture, and REARM considers reuse in the context of reference architectures.

- Although identifying business goals is key in determining whether an architecture provides value, several methods do not provide the means to do it.

Out of evaluation of architectures (see row II-Others of Table 2.5), Real Options Valuation [49] was frequently used in 12 of the selected studies. Real Options is based on the long-term impact of decisions that are made at architectural level in software projects. Studies that use Real Options are centered the most often on either i) assessing the value of different design alternatives (choosing the most suitable for the analyzed situation) or ii) assessing the value of the flexibility added by the architecture or its design. In both cases, the motivation for using real options is to have adequate tools, based on economic aspects, to assess the value of design decisions taking into account future changes. But it is necessary to decide how much effort is profitable to use for adding value in the short term (increasing the external quality of products) and in the long term (providing flexibility to be ready for future changes). The studies that use the concept of technical debt (see Table 2.5) are mainly focused on this decision. However, currently, there is no well-established approach to using real options in making decisions at software architectural level.

2.4.1.4 RQ1 Conclusions

As a final conclusion of the RQ1, it is possible to synthesize the RQ1.1, RQ1.2, and RQ1.3 in a set of concepts that are involved in the value creation from the architecting activities. These concepts are summarized in Table 2.8.

2.4.2 RQ2: How do architecting activities create value?

Methods and techniques used to evaluate software architecture (see Tables 2.6 and 2.7) are mainly centered on the relationship between architectural strategies and stake-
### 2.4 Results

#### Table 2.7: Analysis of the evaluation methods based on Kazman et al. criteria [61]

<table>
<thead>
<tr>
<th>Method</th>
<th>Context and goal identification</th>
<th>Focus and properties under examination</th>
<th>Analysis support</th>
<th>Determining analysis outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>CBAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>CBAM+ANP</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>WinCBAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>LiVASAE</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>SQUASH</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>LOSAVIO</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>SystEM-PLA</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>REARM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>QuaDAI</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>SBACH</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>CREAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>PHOEBUS</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>WinCAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>S2CAM</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
<tr>
<td>S2CAM-ANP</td>
<td>Left to previous ATAM analysis</td>
<td>Several attributes</td>
<td>H uses code metrics to measure maintainability</td>
<td></td>
</tr>
</tbody>
</table>

**Context and goal identification**
- ATAM: It has specific phases to identify them.
- AM: Left to previous ATAM analysis.
- CBAM: It uses evidence from previous requirements negotiation method.

**Focus and properties under examination**
- ATAM: Quality attributes and scenarios to analyze them.
- AM: H makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- CBAM: It defines metrics using GQM to determine the ROI of a reference architecture.
- CBAM+ANP: It uses evolution scenarios.
- WinCBAM: It uses the previous ATAM analysis and completes it with WinWin requirement negotiation method.
- LiVASAE: It defines metrics using GQM to trace QAs support with concrete metrics.
- SQUASH: Using GQM defines metrics for the QAs.
- LOSAVIO: It uses main maintainability attributes according to ISO/IEC25010.
- SystEM-PLA: It uses main maintainability attributes according to ISO/IEC25010.
- REARM: It uses main maintainability attributes according to ISO/IEC25010.
- QuaDAI: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- SBACH: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- CREAM: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- PHOEBUS: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- WinCAM: It uses the previous ATAM analysis and completes it with WinWin requirement negotiation method.
- S2CAM: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.
- S2CAM-ANP: It makes relationships between ASs and QAs to keep the focus on the attributes analyzed.

**Analysis support**
- ATAM: It uses scenarios to lead the analysis.
- AM: It uses scenarios and architectural strategies to lead the analysis.
- CBAM: It uses scenarios and architectural strategies to lead the analysis.
- CBAM+ANP: It uses scenarios and architectural strategies to lead the analysis.
- WinCBAM: It uses scenarios and architectural strategies to lead the analysis.
- LiVASAE: It uses scenarios and architectural strategies to lead the analysis.
- SQUASH: It uses scenarios and architectural strategies to lead the analysis.
- LOSAVIO: It uses scenarios and architectural strategies to lead the analysis.
- SystEM-PLA: It uses scenarios and architectural strategies to lead the analysis.
- REARM: It uses scenarios and architectural strategies to lead the analysis.
- QuaDAI: It uses scenarios and architectural strategies to lead the analysis.
- SBACH: It uses scenarios and architectural strategies to lead the analysis.
- CREAM: It uses scenarios and architectural strategies to lead the analysis.
- PHOEBUS: It uses scenarios and architectural strategies to lead the analysis.
- WinCAM: It uses scenarios and architectural strategies to lead the analysis.
- S2CAM: It uses scenarios and architectural strategies to lead the analysis.
- S2CAM-ANP: It uses scenarios and architectural strategies to lead the analysis.

**Determining analysis outcomes**
- ATAM: It identifies architectural refinements to improve the capacity to evolve of a reference architecture.
- AM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- CBAM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- CBAM+ANP: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- WinCBAM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- LiVASAE: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- SQUASH: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- LOSAVIO: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- SystEM-PLA: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- REARM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- QuaDAI: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- SBACH: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- CREAM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- PHOEBUS: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- WinCAM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- S2CAM: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
- S2CAM-ANP: It provides economical information about when it is necessary to create variation points or perform architectural transformation to achieve the quality expected.
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Table 2.8: Concepts involved in the value creation from the architecting activities

<table>
<thead>
<tr>
<th>Concept</th>
<th>RQs</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>RQ1.1</td>
<td>To consider value, it is necessary to take into account the context of software when architecting activities are performed.</td>
</tr>
<tr>
<td>Stakeholders’ Concerns</td>
<td>RQ1.2</td>
<td>The most direct way to add value from architecture is by creating architectures that satisfy the stakeholders’ concerns. This is deals mainly with external quality of software.</td>
</tr>
<tr>
<td></td>
<td>RQ1.3</td>
<td>The long-term impact of the decisions made in architecture can be used to analyze the value of internal quality of software.</td>
</tr>
<tr>
<td>Long-term impact</td>
<td>RQ1.2</td>
<td>The long-term impact of the decisions made in architecture can be used to analyze the value of internal quality of software.</td>
</tr>
<tr>
<td></td>
<td>RQ1.3</td>
<td>Flexibility is a concept used to describe the capacity of software to accommodate future changes. Therefore, it is related to the internal quality of the software because it is not perceived by the customers.</td>
</tr>
<tr>
<td>Flexibility</td>
<td>RQ1.2</td>
<td>Technical debt can be used to make trade-offs between the internal and external quality of software.</td>
</tr>
<tr>
<td></td>
<td>RQ1.3</td>
<td>To make decisions based on value, decisions have to be driven by return on investment.</td>
</tr>
<tr>
<td>Technical debt</td>
<td>RQ1.2</td>
<td>Technical debt can be used to make trade-offs between the internal and external quality of software.</td>
</tr>
<tr>
<td>Return on investment</td>
<td>RQ1.3</td>
<td>To use value as a driver, technical and business goals have to be conciliated.</td>
</tr>
<tr>
<td>Technical and business goals</td>
<td>RQ1.3</td>
<td>To use value as a driver, technical and business goals have to be conciliated.</td>
</tr>
</tbody>
</table>

holders’ concerns. This same focus is used in studies on architecture synthesis, which calculate the benefit of a specific architecture or a change aimed to improve quality attributes. Stakeholders’ concerns represent the interest of the stakeholders. Only by satisfying those interests will the system add value to the stakeholders, being the stakeholders all those who have some interest in the system. Architectural strategies represent the decisions that are made when the architecture is designed or evolved.

The goal is to determine which architectural strategies are the most relevant with respect to the stakeholders’ concerns. This information is usually stakeholder-based, and therefore subjective. Subjectivity adds uncertainty because different stakeholders have different perceptions of the concerns prioritization. Therefore, it could be necessary to make trade-offs between the concerns of the stakeholders.

However, this does not indicate how an architecture satisfies future value propositions or changes in the current ones. Brown, Nord, Ozkaya, and Pais, studied the dependencies between architectural elements and capabilities of the system [S10, S45]. They affirmed that by focusing on generating the maximum value as soon as possible, higher costs could be generated in the long term because of the need for more refactoring tasks. In that perspective on the long-term, Real Options [S52, S6, S5, S7] are used to value architecture flexibility. They argued that a system with enough flexibility would support changes more easily. The trade-off between short-term value and long-term costs gives value to flexibility. Therefore decisions have to be made to decide
when it would be profitable to invest in improving flexibility by modifying the system architecture. That is, to take into account the long term does not mean expending great effort in development to accommodate future changes, but considering how much effort to expend.

Several studies used the concept of architectural technical debt to describe the negative effect that poor architecture has on the future evolution or operation of a system. In [S44], technical debt was used to identify a better combination of features to be implemented in a release and the order implementation of such features. In [S19], technical debt was used to select the most profitable level of flexibility in an architecture. Hence, it was possible to estimate whether it is profitable to refactor an architecture or not. In [S38, S50], technical debt was used to ensure the internal quality of the architecture. That is, the capacity of the architecture to support the future maintenance and evolution of the system. In general, studies about technical debt were highly related with the value of being prepared for future changes. In this sense, technical debt can be used to manage how much effort is necessary to prepare for future changes. Hence, technical debt should be considered in deciding whether it is necessary to refactor a software to avoid excessive maintenance costs in the future.

In [S10, S45, S44], techniques for selecting the most optimal release path to develop a software product are presented. Those techniques are used to select the most worthwhile release plan taking into account value and cost of change incurred by refactoring the architecture or by generating technical debt. Hence, those studies showed that in determining value, it is necessary to take into account the possible future changes and the capacity to accommodate them (flexibility). The studies showed how that value at the architectural level has to be considered in not only design decisions but also issues, such as the order of feature implementations. This order can highly affect the cost of software development caused by the need to refactor. Therefore, it is necessary to synchronize the decisions made at the project management level with the available information about the architecture.

### 2.4.2.1 RQ2 Conclusions

As a final conclusion of the RQ2, it is possible to synthesize a set of actions that are involved in the value creation from the architecting activities. These actions are summarized in Table 2.9.
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Table 2.9: Actions involved in the value creation from the architecting activities

<table>
<thead>
<tr>
<th>Actions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfy stakeholders’ concerns</td>
<td>Prioritization of concern and determination of architectural strategies to satisfy them</td>
</tr>
<tr>
<td>Decisions about flexibility investments</td>
<td>Trade-offs between short and long-term value and costs of changes focused on improving the changeability of software</td>
</tr>
</tbody>
</table>

2.5 Conclusions

This chapter aimed to determine how value can be created from software architecture. To accomplish this goal a systematic literature review was performed to analyze extensively the available studies on the subject. Fifty-eight studies were identified as considering value at the level of software architecture.

The most direct way to add value is by implementing architectural strategies that satisfy the stakeholders’ concerns. But this way is mainly focused on adding external quality to software. Focusing on internal quality, several authors provided evidence that the order in which architectural strategies for satisfying concerns are implemented is significant. The order can highly influence the cost of system development because the amount and complexity of refactoring may increase for future changes.

Also focusing on internal quality, it is essential to consider both short-term and long-term impact of architectural strategies. Hence, architectures should be analyzed from the perspective of how they would perform in an uncertain future. This does not mean that architectures should be implemented to accommodate all possible future changes. However, it is important to estimate when it would be profitable to develop architectural strategies that anticipate future changes or to implement the simplest solutions. In designing an architecture that is open to changes extra costs will usually be incurred; conversely, the simplest solution usually implies lower costs in the short term, which is also valuable. That is, decisions about the flexibility of architecture have to be made. These decisions are based on a trade-off between short-term value and long-term costs.

Architectural technical debt refers to the cost of internal quality weaknesses at the level of architectural design. Technical debt should be managed to control the cost of the maintenance and operation of a system. Therefore, this variable should be considered in any architecture analysis from a long-term perspective. The extra cost caused by technical debt may reduce the value of a product in the future. Therefore, the concept of technical debt helps to identify the value of flexibility.

One way to increase the flexibility is by option creation and Real Option valuation.
Having options will help deal with future changes. There are several ways to create options at the architectural level: modularity, variability, and any other way that generates alternatives for implement different architectural strategies. Having options has value at the expense of additional cost.

2.6 Selected Publications

See Annex C
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Chapter 3

Preliminary Case Study on Technical Debt Management

The goal of this chapter is to put into practice the concepts, identified in Chapter 2, to add value from the internal quality of software. To do that, a preliminary case study was performed with the objective of obtaining further knowledge about how these concepts can be effectively used in software projects. This chapter is an excerpt from the following papers:

- Fernández Sánchez, Carlos; Díaz Fernández, Jessica; Garbajosa Sopeña, Juan y Pérez Benedí, Jennifer (2013). A Cost-Benefit analysis model for technical debt management considering uncertainty and time. Work in progress session at the 39th Euromicro Conference on Software Engineering and Advanced Applications (SEAA 2013) Santander, Spain, September 4-6, 2013. [38].


Copyright ©2015 IEEE.
3. PRELIMINARY CASE STUDY ON TECHNICAL DEBT MANAGEMENT

3.1 Introduction

This chapter complements Chapter 2 to complete the first contribution of this thesis: Contribution 1, Identification of how software internal quality increases the customer value. This chapter presents a model for making decisions about flexibility investments taking into account the outcomes of Chapter 2. Once the model was defined, it was used in a preliminary case study to extract first impressions of its limitations and advantages for using it in real projects. Therefore, the case study is also presented in this chapter.

The remainder of the chapter is organized as follows: Section 3.2 presents the main concepts used in the chapter; Section 3.3 presents a model for cost-benefit analysis of technical debt; Section 3.4 details how a case study to use the model was designed and planned; Section 3.5 describes the execution of the case study; Section 3.6 discusses the results; Section 3.7 identifies limitations of the case study; and Section 3.8 summarizes the outcomes of the case study in the context of this thesis.

3.2 Background

In Chapter 2 several concepts and actions were highlighted for being involved in value creation in software from architecting activities. These concepts and actions were used to define a model to perform a cost-benefit analysis of decisions about improving the internal quality of software.

Focused on software internal quality, the main action that was identified is to make decisions about flexibility investments (see Table 2.9). That is, it is necessary to make tradeoffs between short and long term impact of changes focused on improving the capacity of software to accommodate changes. The main identified concept that is involved in this tradeoff is technical debt (see Table 2.8).

Technical debt has been used as a useful means for making the intrinsic cost of the internal software quality weaknesses visible [64]. Specifically, technical debt is expressed in terms of two main concepts: principal and interest [114]. The principal is the cost of eliminating (or reducing) the impact of a, so called, technical debt item in a software system; whereas the interest is the recurring cost, over a time period, of not eliminating a technical debt item.

Technical debt management consists of identifying the sources of the extra costs of software maintenance and evolution and determining whether it is profitable to invest efforts into improving a software system [114]. Therefore for managing technical debt, it is necessary to estimate the principal and the interest and performing a cost-benefit analysis considering both. This cost-benefit analysis allows one to determine if to
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remove technical debt is profitable and to prioritize which items incurring technical debt should be fixed first [123].

Thus, by managing technical debt, it is possible to consider the long-term impact of bad internal quality in future changes as well as the cost of improving the internal quality. To consider the long term it is necessary to take into account the time frame, and consequently, the possible evolution of the interest and the uncertainty involved in that evolution. The time frame refers to the time period under study. This time frame could be determined by external constraints or deadlines such as legal normative issues that an application should be bound to, milestones or, availability of resources or contractual restrictions, among others. Due to the interest is a cost that must be paid continuously over time, it will cause accumulated costs. Therefore, with enough time ahead, paying off the principal is always profitable because the accumulated interest grows and grows. Hence, determining the time frame is important for a realistic cost-benefit analysis. Considering this it becomes possible to depict a number of probable future scenarios.

Due to the uncertainty involved in software evolution, the interest, the cost of not removing technical debt, is associated with a probability of being paid. Interest probability is the probability that no extra cost is derived from technical debt. For example, if the interest for a technical debt item is estimated in terms of extra maintenance cost, but the software system incurring technical debt need not be changed over a period of time, then no interest has to be paid during this period.

This chapter presents a model to perform cost-benefit analyses that are based on technical debt and that deals with interest probability and considers the time frame under analysis. This model has been used in a case study. Findings and conclusions about how to use technical debt management in projects are presented. Finally, it is discussed why technical debt has to be considered from a value-based software engineering perspective.

3.3 Modeling Technical Debt Considering the Interest Probability

This section presents a model to perform a cost-benefit analysis based on the technical debt concept, including principal, interest, and interest probability in which the time frame is a model variable. The goal of this model is to be able to use technical debt in decision making about internal quality of software by considering the long term and the ROI of such decisions. That goal is derived from the concepts to add value from...
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the internal quality of software that were identified in Chapter 2 (see Table 2.8). This model takes advantage of decision trees [105, 112]. Decision trees are used to estimate the expected value of the interest considering its probability. Then, to obtain the net expected value of paying off the principal, the principal is subtracted from the interest expected value. That is, the principal is considered the cost of removing technical debt, and the avoided interest is considered the benefit of removing technical debt. Decision trees have been selected because they facilitate the understanding of the technical debt of the system under analysis. This is due to the fact that they can be used to illustrate the possible evolution paths by assigning probabilities to their branches and assigning a weight to each path. That is, tree branches graphically represent several alternatives for the interest evolution. As a result, decision trees usage facilitates the understanding of the technical debt concept of a system under analysis. More complex techniques would make it harder to understand the technical debt behavior.

Figure 3.1 shows an example of a decision tree, in this case, for simplicity reasons, a binary decision tree. Decision trees are used in the model for estimating the interest probability (see Figure 3.1). The tree grows over the time frame under analysis (see Figure 3.1). The time frame is divided into periods of time, in such a way the interest can evolve from the current period of time to the next one. Branching coincides with the time frame events ($t_0 \ldots t_n$), over which the interest evolves. The root node labeled as $Interest_0$ represents the current estimated interest at the moment of the analysis. In Period 1, there are two nodes that represent the interest in that moment, one pessimistic labeled as $Interest_{1,1}$, and another one optimistic labeled as $Interest_{1,2}$. The lines that join the nodes represent the possible paths in the evolution of the interest and are labeled with the probability of such evolution. For example, there is a line between the node $Interest_0$ and $Interest_{1,1}$ that indicates that the interest can evolve following that path, and the probability $p_{1,1}$ is the probability of such evolution (see Figure 3.1). Finally, the number of depth levels of the tree is established by the number of time periods defined.

To represent the accumulated interest during the time frame under study is also required. Decision trees are also useful to represent this. From the tree in Figure 3.1, it is possible to derive a new decision tree with the accumulated interest ($AccInt$) in their nodes. This new tree has the same probabilities, periods and structure as the one shown in Figure 3.1. This tree is named the accumulated interest evolution tree (see Figure 3.2).

The accumulated interest evolution tree provides a key data for the study; its leaf nodes represent the possible results of the interest evolution (see Figure 3.2).
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Figure 3.1: Modeling interest probability using decision trees

Figure 3.2: Accumulated interest evolution tree
data is necessary to calculate the expected value (EV) of paying off the principal by calculating the expected interest that would be avoided. As a result, net expected value (NEV) can be calculated using this data. To calculate the EV, it is necessary to sum all the leaf nodes of the accumulated interest evolution tree (AccInt_n) weighted by their probability. These probabilities are the combined probability (CP) of the whole branch. Let n be the depth of the tree, i the number of the node into a level, and p_{n,i} the probability that the node AccInt_{n,i} occurs from its parent node, the EV is calculated with Equations 3.1 and 3.2.

\[
\begin{align*}
CP_{n,i} &= p_{n,i} \quad \text{if } n = 1 \\
CP_{n,i} &= p_{n,i} \times CP_{n-1, i \mod 2} \quad \text{if } n > 1
\end{align*}
\]  

(3.1)

\[EV = \sum_{i=1}^{2^n} AccInt_{n,i} \times CP_{n,i}\]  

(3.2)

Finally, the net expected value (NEV) of paying off the debt is calculated by subtracting the principal (Principal) to the expected value (EV) (see Equation 3.3).

\[NEV = EV - Principal\]  

(3.3)

As a result, the cost-benefit analysis model obtains an estimation of the NEV considering the interest probability, the time frame and the cost of paying off the principal.

Decision trees seem adequate to model the technical debt of software and to understand how interest accumulates over time. The model has been formalized using binary trees for simplicity, but if needed more complex decision trees can be used. To get experience from the use of the model in large projects, it was used in a case study that is described in the following sections of this chapter.

### 3.4 Case Study Design and Planning

This section presents the case study in which the previously defined model was used. The guide of Runeson and Höst [94] was followed to conduct this exploratory case study. The next subsections are organized following the recommendation of the mentioned guide.
3.4 Case Study Design and Planning

3.4.1 Objectives

The goal of this case study was to find advantages and limits when managing technical debt using the model defined in Section 3.3. By putting into practice the model it was expected to obtain interesting findings and insights to be able to make conclusions about the applicability of the model in software development projects.

3.4.2 Rationale

The model described in Section 3.3 was intended to be used to perform a cost-benefit analysis considering the principal, interest, interest probability, and time frame. In this case study, this model was analyzed in the context of using it for making decisions about improving the internal quality of software. Specifically, the case study was focused on improving the flexibility of software. Flexibility is the capacity of a software to accommodate new changes, and therefore, it is close to technical debt, because technical debt makes reference to the capacity of software to be maintained and evolved [64].

3.4.3 Case and Subjects Selection

The case study was conducted in an experimental i-smart software factory (iSSF) [74, 111]. The iSSF is a software engineering research and education setting utilized by the top industrial and research collaborators in Europe [74]. Indra Software Labs leads this initiative at the corporate level in Spain in conjunction with Universidad Politécnica de Madrid. The case study was performed within a project to develop a family of metering data management systems in electric power networks for smart grids [8], called Optimeter. This project was developed using Scrum methodology [100]. This project is part of two European ITEA2 projects: IMPONET [55] and NEMO CODED [54].

Smart grids require the ability to manage different resources, from renewal or traditional energy producers to energy consumers. The case study performed on the Optimeter project consisted of the development of a family of software systems that manage meter data from a huge number of these resources. A metering management system captures meter data from telemetering systems or batch processes, loads these data into a database, supports data querying and processing, and provides these data to other systems for billing, forecasting, or purchasing. The customer stated that the high performance of data access and storage was essential to the success of the product. In order to manage meter data with high performance, it was necessary to evaluate several of the large data storage technologies available in the market (see Table 3.1).

The Optimeter project started with a proof-of-concept to evaluate Oracle NoSQL
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Table 3.1: Main storage technologies evaluated by the prototypes of Optimeter

<table>
<thead>
<tr>
<th>Prototype 1</th>
<th>Prototype 2</th>
<th>Prototype 3</th>
<th>Prototype 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle NoSQL</td>
<td>Hibernate</td>
<td>Hibernate</td>
<td>EHCache</td>
</tr>
<tr>
<td>Apache Hadoop</td>
<td>EHCache</td>
<td>Oracle Coherence</td>
<td>Apache Pig</td>
</tr>
<tr>
<td>Oracle 11g</td>
<td>Oracle RAC</td>
<td>Apache Hive</td>
<td>Apache Hadoop</td>
</tr>
<tr>
<td>Oracle RAC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(see Prototype 1 in Table 3.1). Over a one-month period (two sprints, each sprint implied two weeks), the team developed a product that implemented a solution based on the data storage technology Oracle NoSQL. Figure 3.3 shows the architecture that had arisen over that product development. At that time, the architects needed to decide whether or not to invest in flexibility in order to support the variation of the data storage technology, i.e., to support a family of products that support the different variants regarding the data storage technology. This is due to there was a level of uncertainty regarding a future change of the data storage technology to satisfy the restrictions of data accessing performance (see Prototypes 2, 3, and 4 in Table 3.1). In this regard, the architects considered the following expected change scenarios: the possibility of varying one, two, or the three additional data storage technologies, as shown in Table 3.1. At that moment, the customer did not know how many of these candidate data storage technologies had to be evaluated in terms of the performance of massive data loading and querying; nor did the customer know what other business and commercial matters needed to be considered. Due to this uncertainty, it was necessary to obtain information about the ROI for preparing the architecture in order to vary the data storage technology (i.e., the value of flexibility).

This case was selected because the possible options under analysis were well known. In the project, four possibilities of evolution were considered. A more complex case with more complex evolution scenarios would complicate the case study. Due to the main goal of the case study was to study a first contact of the model defined in Section 3.3 in a software project, a non-complex case made easier to understand how the model works. Due to the usage of the model implied many data estimations, a case as the selected, where the possible evolution steps were known, allowed to the development team to provide the required estimations. Therefore, this case study is about expected changes in evolution.
Figure 3.3: Initial software architecture of Optimeter project (month 1)
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3.4.4 Theoretical Frame of Reference

The model described in Section 3.3 was used to show how technical debt can be modeled using decision trees. In the case study, it was not only necessary to model technical debt but also to make decisions about flexibility investments. Furthermore, it was necessary to consider the possibility of delaying the decision of investing in flexibility. Therefore there are some changes with regard to the previously defined model. Thus, the first conclusion obtained is that even with a previous model to describe technical debt, it was necessary to adapt it to the specific decisions that had to be analyzed. The main difference is that a new type of node (decision node) is used and that, in the new model, the net value is calculated at the end nodes and the final net expected value is calculated by folding back the decision tree. The following equation specifies how the value is calculated for the different types of nodes.

\[
\begin{align*}
NV &= (V \times (C + C_f)) - (CoC \times C) - (CoC_f \times C_f) - CF \\
NEV &= \sum_{i=1}^{n} NV_i \times p_i \\
NEV &= \max(NV_1, \ldots, NV_n)
\end{align*}
\]

where

- \(NV\) is the net value,
- \(V\) is the value added by the expected changes if they happen,
- \(C\) is the number of changes implemented before the investment in flexibility,
- \(CoC\) is the cost of change before the investment in flexibility,
- \(C_f\) is the number of changes after the investment in flexibility,
- \(CoC_f\) is the cost of change after the investment in flexibility,
- \(CF\) is the cost of investment in flexibility, it will be 0 if there is not investment,
- \(NEV\) is the net expected value,
- \(p\) is the probability of changes,
- \(n\) is the number of outgoing branches from the node.

As an example, Figure 3.4 graphically shows a cost-benefit analysis of one of this types of decisions using a decision tree. The shown scenario is an investment in improving the flexibility of a software architecture to deal with a set of expected changes. Specifically, the software product has to undergo two expected changes over some period of time, and its software architecture should be ready to deal with those changes.

The decision tree method consists of two main steps. The first step involves the construction of a tree that represents (i) the evolution of the software product due to
expected changes over some period of time, and (ii) the decisions as to whether or not to invest in preparing the architecture to accommodate the expected changes. Figure 3.4 shows the decision tree over a two-month period. This tree is characterized by three kinds of nodes: decision nodes, change nodes, and end nodes. Decision nodes, which are represented by rectangles in Figure 3.4, are points where a decision on architecture has to be made. Change nodes, which are represented by circles in Figure 3.4, are points where expected changes of the software product could come. Finally, end nodes, which are represented by triangles in Figure 3.4, show the final state of the software product after analyzing all possible scenarios resulting from the expected changes that may or may not occur and decisions that may or may not be made. These nodes make up the branches of decision trees that have an associated probability (e.g., the probability used in this example is 0.33 for all branches, which in this example is assumed that is given by the opinions of experts; see Figure 3.4).

The second step in this process consists of the assessment of the value of changing the software (i.e., the value of investing in flexibility). This investment’s net expected value is computed by folding back the decision tree, starting with the end nodes and moving toward the root, using Equation 3.4. This step is composed of two activities. The first activity consists of estimating the net value of end nodes (triangles), that is, the value of the software product after implementing the expected changes of the branch under analysis, minus the cost of implementing those changes, and minus the cost of investing in flexibility, if it is applicable for that node. For example, in Figure 3.4 a scenario is described considering that:

- The value added by an expected change is estimated in €10,000.
- The cost of investing in flexibility is €2,000.
- The cost of change with a previous investment in flexibility is €3,000.
- The cost of a change without a previous investment in flexibility is €6,000.

In this case the end node marked with A has a net value of \((€10,000 \times 2\text{changes}) - €2,000 - (€3,000 \times 2\text{changes}) = €12,000\), while the end node marked with B has a net value of \((€10,000 \times 2\text{changes}) - (€6,000 \times 2\text{changes}) = €8,000\). The second activity consists of estimating the net expected value of the decision nodes and the change nodes. The estimation of the decision nodes (rectangles) consists of selecting the branch with the highest net value, while the estimation of the change nodes (circles) is the sum of the net value of the branches weighted by its probability. For example, in Figure 3.4
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Cost of investing in flexibility = €2000
Cost of change with a previous flexibility investment = €3000
Cost of change without a previous flexibility investment = €6000
Value added by each change = €10000

![Decision Tree](image)

Figure 3.4: Example of decision tree used to analyze the option of investing in flexibility in software architecture.

The decision node marked with C has a net expected value of $max(€5,000, €4,000) = €5,000$ while the change node marked with D has a net expected value of $(€8,000 \times 0.33) + (€5,000 \times 0.33) + (0 \times 0.33) = €4,290$. This activity ends by estimating the value of the root of the tree (a decision node). This value is used to decide whether or not to invest in flexibility, and when to do so. In this particular example, the value of the root is $max(€4,950; €4,290) = €4,950$. This means that the best decision is to invest in flexibility from month 1 and not to delay the decision.

The model helps to reason about the possible situations that can occur in the software and that can affect the evolution of the software interest (interest probability). With the definition of the new types of nodes, it is possible to model technical debt as in Section 3.3, and also to consider more complex scenarios about changes in software. The
scenario shown in Figure 3.4 represents a project where at month 1 it is not known if the expected change will happen or not. It does not consider the possible value added performing a different activity, for example, adding other features to the software. However, for a complete analysis, more alternatives could be modeled.

3.4.5 Research Questions

This case study aims to respond to two research questions:

- **RQ1:** Does technical debt concept help to reason about the value of investing in flexibility?

- **RQ2:** What limits could be found in generalizing the propose presented in this chapter evaluating flexibility investments to any other project?

3.4.6 Methods, Data Collection, and Selection of Data

For the purpose of this case study, a process for technical debt management was defined to be integrated into the software development process used in Optimeter project. This section presents the process used to obtain a decision tree model to make decisions regarding flexibility investment in software architecture. The process was performed as a part of the backlog grooming sessions [65]. Backlog grooming sessions give agile teams the opportunity to look further into the future of the product, and can alert them to technical challenges.

The technical debt management process consists of a set of steps to create a model, based on decision trees to estimate when to design for flexibility. Each step is described as follows.

- **Step 1: Analysis of expected changes.** In this step, the architect identifies the expected changes that are to be supported through flexibility. In addition to the expected changes, it is necessary to determine:

  1. The time frame in which the expected changes could happen.
  2. The probability that the expected changes could happen.
  3. The value added by implementing the expected changes.

This information has to be provided by experts. Depending on the expected changes different actors can be implied in the estimation of the probability of change. If the changes will depend on new contracts, then the responsible of such
contracts will be who has the information. If the changes will depend on the adoption of a new technology, then the responsible of such technical decision will be who knows the needed information. Therefore, this probability of change will be subjective. Also, it is possible to use historical data about similar expected changes to estimate how often changes are made in the software.

- **Step 2:** Design of alternative architecture solutions to support the expected changes. In this step, architects propose alternatives with different degrees of flexibility (i.e., different amounts of investment) that have to be analyzed.

- **Step 3:** Estimation of technical debt for each one of the alternatives. The goal of estimating technical debt is to make a cost-benefit analysis of implementing or not implementing the flexibility. To estimate the technical debt the concepts of principal and interest were used.

In this case study, the principal of a technical debt item, derived from the lack of flexibility, is the cost of improving flexibility. To estimate the principal it is necessary to detect the weaknesses in the system. Static code analysis has been previously used for that task. For example, tools such as SonarQube [107] and PMD [85] can detect architecture anti-patterns in software projects. Knowing the weaknesses, experts can estimate the cost of solving them by applying commonly used cost estimation techniques such as COCOMO or Function Point.

In this case study, interest of a technical debt item was derived from the lack of flexibility in software. That is, interest of a technical debt item was considered as the additional cost of implementing the expected changes (additional cost of change) if the item was not previously eliminated; i.e., if the software architecture is not flexible enough to introduce the expected changes. The interest of an architecture design solution is the difference between the cost of change of the ideal solution and the cost of change of the alternatives (see “a” and “a + b” in Figure 3.5). However, estimating this interest is not easy because there is not reference for an ideal cost of change; i.e., a solution with zero interest (see ideal solution line in Figure 3.5). In practice, it is possible to use the comparison between the cost of change of the different software architecture alternatives (see “b” in Figure 3.5). This was the approach used in this case study. Finally, Step 2 and Step 3 can be performed iteratively in order to architects can propose architectures that solve the weaknesses detected in Step 3.
3.4 Case Study Design and Planning

Figure 3.5: Technical debt interest
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- **Step 4: Construction of the decision tree.** In this step, the architect performs the construction of a tree that represents the evolution of the software system due to expected changes following the instructions described in Section 3.4.4. To do that, the following inputs are used:

  1. The expected changes, their probability, the time frame, and the value that these changes add to the software product under analysis (Step 1).
  2. Alternative design architecture solutions (Step 2).
  3. The constraints imposed by deadlines, resources, and development time needed to implement the expected changes and prepare the architecture to support the expected changes (i.e., designing for flexibility). This means that alternatives that cannot be performed in the time frame, given such constraints, are not considered in the decision tree. For example, in Figure 3.4 an end node marked with B has been modeled to represent a scenario in which sufficient time is not allotted to both invest in flexibility and implement the expected changes.

The construction of the decision tree requires one to determine the decision nodes, change nodes, and end nodes.

- **Step 5: Assessment of the net expected value of the flexibility investment.** To make this assessment, the following inputs are used:

  1. The estimations of the principal and the interest of each of the alternative architecture design solutions (see Step 3).
  2. The decision tree (see Step 4).

In this step the model computes the investment’s net expected value by folding back the decision tree, starting with the end nodes and moving toward the root (see Section 3.4.4). This computation consists of:

  1. Estimating the net value of the end nodes.
  2. Estimating the net expected value of the decision nodes and the change nodes, until arriving at the root node.

- **Step 6: Make the decision.** Finally, the final decision consists of choosing the investment alternative with the higher net expected value from the root node. The value of the root node is used to decide whether or not to invest in flexibility, and when to do so. In this regard, it is possible that the model suggests delaying the decision until more information is available.
3.4.7 Case Study Protocol

All data estimations were provided by the development team (developers, project architecture, and scrum master). The researchers involved in the case study defined the model in an excel sheet and used the inputs given by the development team to perform the cost-benefit analysis.

3.4.8 Ethical Considerations

For confidentiality reasons, the figures showed in this case study have been altered. They are proportional to the original ones to keep the meaning of decisions and scenarios.

3.5 Case Study Execution

During Optimeter execution, the process described in Section 3.4.6 was applied as follows.

- **Step 1: Analysis of the expected changes.** The expected change in the family of metering management systems under analysis is the variation of the data storage technology (see Table 3.1). Hence, the family of metering management systems will implement three, two, one, or none of the data storage technologies variants. The time frame in which the expected change can happen is three months (the Optimeter project lasted four months, but one month had already been spent on implementing a solution based on the data storage Prototype 1, see Table 3.1). The probability of the expected-change scenarios was estimated on the basis of the customer’s knowledge. This knowledge was based on technical, business, and strategic factors, and because they have the last word about which technologies have to be supported. The probabilities can be seen in Figure 3.6. Finally, the value added by implementing each data storage technology variant was assessed by the customers. Therefore, customers estimated the value of each data storage technology that the family was able to support as €60,000. This value corresponded with the customer’s utility of having a family that allows them to vary the data storage technology for different data access performance requirements.

- **Step 2: Design of alternative architecture solutions to support the expected changes.** To provide the software architecture of Figure 3.3 with the
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Figure 3.6: Scenarios analyzed in the case study
flexibility that facilitates the variation of the data storage technology, the architects proposed an alternative design architecture solution (see Figure 3.7). This architecture makes ready the software product to be flexible through two points of variation to support the four data storage technologies shown in Table 3.1. Because a data storage technology is composed of a data manager and a clustering framework, these variation points are defined through:

- Three optional components that implement the data managers
- A Plastic Partial Component \[82\], i.e., a special type of component that can define variability points inside components, that implements the clustering frameworks.

These components were successfully applied in previous agile projects.

- **Step 3: Estimation of technical debt for each one of the alternatives.**
  The principal, as defined in Section 3.4.6, is the cost of providing the architecture of Figure 3.3 with the flexibility that facilitates the variation of the data storage technology (i.e., the cost of implementing the variation points shown in Figure 3.7). Additionally, PMD \[85\] was used to detect current weaknesses (searching anti-patterns that have negative impact on flexibility) giving a total of one GodClass and 10 different coupling problems. The team estimated the effort of implementing the new architecture that finally was valued at €22,000. However, if no investment in flexibility is made, then this cost is €0. The interest, as defined in Section 3.4.6, is the additional cost of change of supporting a data storage technology variation derived from the lack of flexibility. The cost of change was estimated in terms of the dependencies and the coupling among the components that are affected by the expected changes. Dependencies were obtained from SonarQube \[107\] and the problems that were detected using PMD and, in terms of effort, they were estimated by the development team that already knew the architecture and they have been working implementing the first prototype the previous month. The cost of change of the architecture of Figure 3.3 was €29,500 for each data storage technology that was to be supported by the Optimeter family, while the cost of change of the architecture of Figure 3.7 is €15,000 for each data storage technology. Therefore, the difference in cost of change between the two alternatives was €14,500 (i.e., the difference between €29,500 and €15,000).

- **Step 4: Construction of the decision tree.** The decision tree shown in
Figure 3.7: Proposed architecture to support the three data storage prototypes in Optimeter project.
Table 3.2: Examples of calculus of decision tree nodes using Equation 3.4

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Net value</th>
<th>Value description</th>
</tr>
</thead>
<tbody>
<tr>
<td>K, end node</td>
<td>€113,000</td>
<td>€113,000 = (€60,000 * 3) − €22,000 − (€15,000 * 3)</td>
</tr>
<tr>
<td>B, decision node</td>
<td>€68,000</td>
<td>€68,000 = max(€68,000, €61,000)</td>
</tr>
<tr>
<td>G, change node</td>
<td>€53,150</td>
<td>€53,150 = (€68,000 * 0.67) + (€23,000 * 0.33)</td>
</tr>
<tr>
<td>A, root node</td>
<td>€47,145</td>
<td>€47,145 = max(€54,500; €47,145)</td>
</tr>
</tbody>
</table>

Figure 3.6 represents the evolution of the Optimeter family due to the expected variation of the data storage technology. While we have shortened the decision tree, it still shows all the relevant information. Concretely, branches that start in node E have been simplified to reduce the size of Figure 3.6. It is necessary to highlight that the three analyzed months are labeled as month 2, month 3, and month 4, because the project started one month before this analysis was performed (see Section 3.4.3). As the tree represents, the decision of investing in flexibility could be made at different moments through the decision nodes. Specifically, it was possible to invest in flexibility in month 2 and month 3 (see nodes A, B, C, and D in Figure 3.6). The tree shows the expected change scenarios in which the three data storage technology variants may be or may be not required (see nodes E, F, G, H, I, and J in Figure 3.6); it also shows the probability that these expected-change scenarios may or may not occur (see the arrowheads of output lines from nodes E, F, G, H, I, and J). Finally, the tree represents the final possible situations as a consequence of the combinations of decisions and changes (see triangles in Figure 3.6). For example, the end node K represents the implementation of the three variations of data storage technology with a probability of 0.1, given the change node E, and as a consequence of deciding on “investing in flexibility” in the decision node A.

- **Step 5: Assessment of the net expected value of the flexibility investment.** In this step, net value is calculated as described in Section 3.4.6. As a result, the decision tree construction has been completed and reflects all of the possibilities that could unfold over time and shows the choices that could be made at each decision node. As example, Table 3.2 details some results of nodes of Figure 3.6.

- **Step 6: Make the decision.** The final decision was made on the basis of the expected net value obtained for the analyzed scenarios (see decision node A in Figure 3.6). The decision tree indicates that it is better to not invest in flexibility in month 2 because the value of node marked with F is higher than the value.
of node $E$; and therefore is more profitable to delay the investment because the uncertainty could decrease in month 3 (see Figure 3.6). This result is due to the value gained from waiting for more information about the project. That is, waiting to resolve uncertainties before deciding whether or not to invest.

3.6 Findings

In this section, the results for each research question formulated in Section 3.4.5 are described.

3.6.1 RQ1: Does technical debt concept help to reason about the value of investing in flexibility?

Technical debt was useful to analyze the cost and benefit of flexibility investments. It helped to reason about the impact of future changes. However, the model used in this case study might present some challenges to be used in a bigger project where estimations were more difficult to be obtained.

One of the challenges is derived from the fact that the case study was focused on expected changes. This simplified the scenario definition and the production of the estimations. To define architectures for specific expected changes is easier than to be ready for changes in general. Furthermore, the value of the investment can be achieved because knowing the expected change it is possible to reason about its expected value. Therefore, this approach presents limits to be used to assess the value of flexibility in general, considering non-expected changes. However, the technical debt concept helped to reason about the cost-benefit analysis considering long-term impact of possible changes in the future. Thus a deeper study on technical debt will be valuable to analyze how to use it in more general evolution scenario in software development. It has special interest to study how to use technical debt with fewer sources of information to make estimations. Lack of information is a more real scenario in software development than a scenario with perfect information.

Additionally, technical debt management was integrated into the software development process of the project. In this direction, to obtain the input data from models (principal, interest, and probabilities) in a systematic/automatic way would be a landmark. This automation is especially necessary in industrial projects in order not to disturb the normal project development. Another challenge is extending the model with more factors, for example, considering alternative developments instead of paying the principal.
3.6 Findings

As the model uses estimated data as input, it will model realistically the technical debt of the system only if the inputs are correct. Therefore, it is important to obtain good estimations of such inputs. Decisions are highly influenced by the probability of the possible evolution paths. These evolution paths affect the interest probability. Consequently, methods to estimate interest and interest probability with precision are required, especially for scenarios where developers, or other stakeholders, can not provide those estimations.

3.6.2 RQ2: What limits could be found in generalizing the propose presented in this chapter evaluating flexibility investments to any other project?

As said before, the proposed model is based on estimations; the more precise are estimations, the more precise will be the conclusions from reasoning. The estimations needed to use the presented model might be difficult to be obtained in big software projects where many times the knowledge of the project is dispersed, when not lost, and the size and complexity of software make difficult these estimations. The estimations used in the case study were mainly subjective. But it should be highlighted that they were intended to support qualitative reasoning, not quantitative; therefore they should be simply shown the right trend. The project analyzed in the present case study was a small project and the team was already working on it. Therefore, they had all the needed knowledge and the expertise to make subjective estimations.

The scenario was simplified by not considering the value of possible alternative actions that could be implemented by the development team. For a complete analysis, alternatives in which to spend the effort if it is not done an investment in flexibility should be considered. However, more information would have required more complex scenarios that might have complicated the analysis.

Decision trees were found useful in modeling change scenarios. However, even in a framed scenario like the presented in this case study, the decision tree expanded quickly. This indicates that this technique, even useful to reason about specific scenarios, could not be suitable for more complex scenarios where more alternatives, variables, and not expected changes could be evaluated.

Another simplification was done by estimating the value added of each new technology with the same value. The same was done with the cost of implementing the changes. In the present study, the changes were very similar. They consisted in implementing prototypes with the same functionality but with technical differences. In other projects, different changes might imply different cost and benefit. Therefore,
these differences in cost and benefit should be considered.

Finally, the technical debt model defined in Section 3.3 had to be adapted to the specific type of decisions that had to be made in the project. Therefore, it seems that depending on the type of decisions to be made, different sources of information could be required. Then, it could be valuable to research what sources of information and what considerations should be taken into account to manage technical debt.

3.7 Limitations

To improve the internal validity of the results presented, the independent variables that could influence this case study have been identified as follows: the architects’ experience, the influence of the project’s size, the architecture’s complexity, and finally the complexity of the possible expected-change scenarios, which cannot be reduced due to the inherent nature of case studies, which normally focus on one project. In particular, we have reduced the complexity of scenarios to guarantee the understandability of the case study by using the same value to estimate the value added by each data storage technology. However, if we had estimated the value added by each data storage technology with different values, the expected-change scenarios would have been more complex, and consequently, the scenario would be more difficult to be understood. Finally, it is important to emphasize that if the expected changes are not well-scoped, then it would be difficult to estimate the cost of change. However, the major limitation in the case study research concerns external validity because only one case has been studied. In return, case studies allow one to evaluate a phenomenon, a model, or a process in a real setting. This is important in software engineering in which a multitude of external factors may affect the validation of results, and where other techniques, such as formal experiments, are not considered to be conducted in controlled settings, even though formal experiments permit replication and generalization.

3.8 Conclusions

In this chapter, the concepts to add value from the internal quality of software identified in Chapter 2 were used in a case study to obtain deeper knowledge about them. To achieve this goal a model to make cost-benefit analysis based on technical debt was defined. The model was used in a research project in the development of software prototypes. The model was useful by providing a solution for the flexibility investment decision making.
3.8 Conclusions

Delay decisions can have value in contexts where there is uncertainty. This situation corresponds with scenarios where the expected benefit of investing today in flexibility does not compensate the risk that the expected changes do not happen in the future.

The time frame used in the analysis is very important. Depending on the time frame different decisions could be made. Therefore, it is necessary to study how to choose the time frame for the analysis. For example, the expected date for retiring the software or the time-to-market of the next release could be used.

Technical debt concept, through principal, interest, and interest probability, helps to reason about the value of changes in the internal quality of software. Technical debt links improvements in the internal quality of software with the value that could be added to the software in the future. This confirms the conclusions of Chapter 2. Therefore, technical debt should be considered for decision making with a value-based software engineering perspective. Thus, a deeper study on technical debt will be valuable to analyze how to use it in more general evolution scenario in software development. It has special interest to study how to estimate technical debt in a context with fewer sources of information, because lack of information is more real scenario in software development than a scenario with perfect information. It is also necessary to research what sources of information and what considerations should be taken into account to manage technical debt.

The challenges that have been described in Section 3.6 have been identified by using the concept of technical debt in a small project. Therefore, it is required to test the same concepts in big projects. Therefore, it is necessary to identify what techniques could be used in big projects to obtain the estimations that are required to make decision based on technical debt.
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Part III

Identification and definition of the elements that are required to create models that help make decisions in software evolution
Chapter 4

A Framework for Technical Debt Management

The goal of this chapter is to identify the entire set of elements that have been used to manage technical debt. Elements are understood as the concepts used to implement technical debt management, regardless of their nature. Without a minimum knowledge of these elements, it would not be possible to define the models or techniques required for general technical debt management. This chapter is an excerpt from the following articles:

  Copyright ©2016 Elsevier Inc.
- C. Fernández-Sánchez, J. Garbajosa, and A. Yagüe, A framework to aid in decision making for technical debt management, IEEE 7th International Workshop on Managing Technical Debt (MTD) in conjunction with 31st International Conference on Software Maintenance and Evolution, Bremen, 2015, pp. 69-76. [37].
  Copyright ©2015 IEEE.
4. A FRAMEWORK FOR TECHNICAL DEBT MANAGEMENT

4.1 Introduction

The second contribution of this thesis, Contribution 2, is *Identification and definition of the elements that are required to create models that help make decisions in software evolution*. Previous chapters of this thesis highlight that technical debt links improvements in the internal quality of software with the value that could be added to the software in the future. Therefore, the technical debt concept was identified as a key concept for applying value-based software engineering principles to software evolution. It was also indicated that it is necessary to research what sources of information and what considerations should be taken into account to manage technical debt. To get a deeper understanding of how to manage technical debt a systematic mapping study in technical debt management. The goal is to define a theoretical framework for technical debt management. The framework will be defined by the elements necessary for managing technical debt, as well as, by the stakeholders’ possible points of view. The present chapter shows how the systematic mapping was performed and the outcomes that were obtained.

The remainder of the chapter is organized as follows: Section 4.2 will discuss previous related studies. Section 4.3 will present the methodology and the processes used in this chapter. Section 4.4 will describe the identified elements. Section 4.5 will present the mapping of the elements according to the stakeholders’ points of view. Section 4.6 will present a retrospective of the findings presented in this study. Finally, threats to validity, conclusions, and recommendations for future work will be presented in Section 4.7 and Section 4.8 respectively.

4.2 Related Work

There are several previous reviews of the literature on technical debt. Tom et al. [114] performed a multivocal literature review to create a taxonomy of the phenomenon of technical debt. Alves et al. [5] performed a systematic mapping to create an ontology of technical debt. Li et al. [69] performed a systematic mapping identifying activities to perform in technical debt management. Alves et al. [6] performed a systematic mapping to identify types of technical debt and methods used for technical debt management. Finally, Ampatzoglou et al. [9] performed a systematic literature review to study the financial aspects of technical debt. In the literature, several studies have addressed the phenomenon of technical debt [114, 5, 6, 9], the methods used for technical debt management [6], and the activities used in performing in technical debt management [69]. The goal of this chapter is different from these previous studies since we are specifically
interested in the elements required to manage technical debt. Therefore it was necessary to perform a new literature review. Some specific differences between the findings of our study and what can be found in the literature are addressed in Section 4.6.

Finally, Falessi et al. [M17] identified the requirements for the tools utilized to manage technical debt. We have extended their work by incorporating the ways in which other authors have considered these requirements.

### 4.3 Methodology and Research Process

To identify the elements of technical debt management that have been addressed in the current literature, this study utilized systematic mapping. The systematic mapping was performed by following Petersen et al.’s guide [S4]. Systematic mapping studies are designed to provide a broad overview of a research area and are consequently appropriate for the goal of this research, which is, to identify the elements that must be taken into account to manage technical debt efficiently. All the steps in the process are shown in Figure 4.1 and described in the following subsections.

#### 4.3.1 Research Questions

**RQ1:** What elements have to be considered when making decisions concerning technical debt management in software projects?
RQ2: What elements are considered from the various stakeholders’ points of view?

To answer these research questions, this study focuses on publications about technical debt management.

4.3.2 Conduct Search

The research was focused on methods, techniques, and suggestions for technical debt management. After some trials with the strings “debt” and “technical debt”, the second one was select because it returned all the previously known papers, and the string “debt” led to too many false positives. However, to reduce the risk of leaving out relevant papers, the search was complemented with the snowballing technique (see Section 4.3.4). Therefore, an automatic search method using the term “technical debt” was used to search for papers about technical debt in the following digital repositories: IEEE Xplore, ACM, Scopus, ScienceDirect, Web of Science, and SpringerLink. Full-text search was used when this option was available (IEEE Xplore and SpringerLink), as well as for searching in metadata in other cases (ACM, Scopus, ScienceDirect, and Web of Science). The search included all the papers published until and including 2015. The total number of articles obtained (including duplicates) was 971.

4.3.3 Screening of Papers

The selection process consisted of two levels. In the first one, papers that provided enough information in their title and abstract to be excluded were eliminated. In the second one, the full text of the papers was analyzed. To select the articles, the following inclusion and exclusion criteria were used:

- To be included, the paper had to describe parts, activities, tasks, elements, or considerations for technical debt management.

- To be included, the paper had to be published in a journal, conference proceedings, or workshop proceedings. Only book chapters referenced by another included study were included.

- Papers that failed to address technical debt management in detail were excluded.

- Papers published as abstracts, call for workshops, tutorials, talks, or seminars were excluded.

At the end of this step, the number of selected relevant papers was 61.
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4.3.4 Snowballing

In order to include all relevant papers, the bibliography of each included paper was screened by using the snowballing technique. Snowballing refers to using the reference list of a paper to identify additional papers [117]. This technique is commonly used in systematic mapping studies [117, 69, 81]. Each new identified relevant paper starts a new iteration in the snowballing process. When no more relevant papers are found, the process ends.

At the end of this step the number of selected relevant papers was 63, that is, two papers were added. The two papers were identified in the first iteration of the snowballing process. The second iteration did not lead to more articles, and consequently, the snowballing process ended. The list of the selected papers is included Annex C.

4.3.5 Keywording

The process used to identify the elements required for technical debt management was adapted from the “keywording” described by Petersen et al. [84]. Figure 4.2 shows the steps used in this process. The main difference from [84] is that in the present study, the process started using the full text of the selected papers instead of the abstracts. The reason for this decision was that the entire description of the technical debt management activity was not usually present in the abstracts of the papers. The process was iterative. After the first classification was obtained, it was refined by contrasting the various elements found. The classification scheme then was updated by binding similar elements. This additional step was necessary because it was found that the same concept (or very similar concepts) was used in different contexts or with different names. The criteria used to extract the elements corresponded to the identification of requirements, estimations, analysis, and activities (including inputs and outputs) in technical debt management that were used or suggested in the selected papers.

4.3.6 Synthesis

After the keywording step, a synthesis step was performed to refine the classification scheme previously obtained. In this synthesis, the reasons for and intentions to use each element were also extracted from the original papers. A method analogous to the constant comparison used in qualitative data analysis [105] was used to find commonalities in the intentions of using each element. Following this process, the definitions of the elements were created. Additionally, three types of elements were identified. The
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Figure 4.2: Keywording process (adapted from [84])

types of elements defined are explained in Section 4.4.2. As discussed in Section 4.6, this synthesis provided a schema that in practice creates a framework for the elements for technical debt decision making.

4.3.7 Mapping Process

The papers included in the current review were classified using the various elements found (see Section 4.4) and the points of view (see Section 4.5). It was found that each paper included several elements and/or points of view.

4.4 Elements of Technical Debt Management

This section addresses the first research question What elements have to be considered when making decisions concerning technical debt management in software projects? Table 4.1 shows the sources that either used or suggested the usage of specific elements for technical debt management. The elements were identified following the steps described in Section 4.3.5 and they were defined by following the steps defined in Section 4.3.6. Section 4.4.1 includes a detailed explanation of the identified elements and Section 4.4.2 shows a categorization of the elements.
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4.4.1 Elements

In this section, the elements are described.

4.4.1.1 E1 Technical debt items

To manage technical debt properly, it is necessary to know the sources that originated technical debt in the system. This element is basic because if it is not known that a problem exists, it is not possible to manage it. In fact, to identify technical debt items is usually the first step in managing technical debt [M12, M53].

The identification of technical debt items can include establishing a list of the bad practices that create debt [M30, M36] and identifying the potential kinds of technical debt from the sources of technical debt [M17], as well as determining the part of the system that must be refactored [M8, M28]. Therefore, there are many potential sources of technical debt at any time in any system [M6].

4.4.1.2 E2 Principal

In decision-making, it is essential to know the cost that is required to remove a technical debt item by changing the software. Many authors use the term principal to refer to this cost. The principal of a technical debt item is the cost to be paid to eliminate the item [114]. Estimating the principal was a basis of technical debt management according to most authors (see Table 4.1). It is possible to estimate the principal as a function of three variables: the “should-fix” items with violations, the hours needed to fix each violation, and the cost of labor [M12].

An important consideration is that technical debt is context dependent [M54]. Therefore, solving a weakness can cost more or less depending on the project or even the subsystem within a project [M54]. However, because estimating the principal in terms of single values is difficult, practitioners seem to think in ranges of values or best-case, worst-case, and most probable scenarios, rather than single values [M17, M8].

4.4.1.3 E3 Interest

In the decision-making process, to have complete information about technical debt, it is necessary to know not only the principal of the technical debt items but also the cost of not removing them. This cost is usually termed the interest. The interest is the cost to be paid over time if a technical debt item is not eliminated. This cost can include the extra cost of modifying a component that needs refactoring compared to the cost of modifying it after refactoring [M6]. Similar to the principal, estimating the
interest was deemed fundamental by most authors (see Table 4.1). The interest can be seen in various ways. It is possible that depending on the project and its context, the interest could be non-linear, or it could have limits, maximums, or minimums \cite{M17}. Similar to the principal, an important consideration is that technical debt is context dependent \cite{M54}. Hence, the same detected weakness can imply more or fewer future costs depending on the project or even the subsystem within the project \cite{M54}.

4.4.1.4 E4 Interest probability

The interest has a probability of being paid \cite{M53, M17, M6}. That is, it is necessary to know such probability in order to have a real estimation of the interest. This uncertainty exists because the interest must only be paid under some scenarios \cite{M29}. The probability of paying the interest will depend on the probability of the occurrence of future events \cite{M17, M33, M50}. For example, if a technical debt item implies that more effort is required in maintenance activities but that the item will not be changed over time, the interest does not need to be paid. Hence, in this example, the probability of changing this item will parallel the probability of interest. Therefore, the interest is determined by a set of relevant change scenarios \cite{M33}, that is, the probable changes that will occur in the future. These scenarios will include, for example, the addition of new functionality, changes in the non-functional requirements, the solutions to problems or bugs in the system.

4.4.1.5 E5 Technical debt impact

The complete technical debt estimation consists of principal and interest estimations, including the interest probability. To manage technical debt, it is necessary to use models in which items are prioritized based on their interests and principals \cite{M53}. The aim of ranking technical debt items is to identify which items should be resolved first, depending on the business’s goals and preferences \cite{M33}. Decisions about technical debt should be made in terms of cost-benefit analysis \cite{M53, M17}. Thus, cost-benefit estimations are necessary to make decisions about removing technical debt \cite{M8}. The business value of conducting any activity lies in the difference between the cash flow stream of performing the activity and the cash flow stream of not performing it \cite{113}. That is, a technical debt item must be removed when doing so is profitable. The basis of cost-benefit analysis is to identify the items with the highest amount of technical debt and consider the cost of fixing them \cite{M53}. Cost-benefit analysis usually includes several variables. The most obvious are the principal (the cost paid to remove a technical debt item) and the interest (the cost to be avoided by removing a technical debt item).
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Additional costs items could be considered, such as time-to-market penalizations and quality issues. Benefits, such as quality improvements and customer satisfaction could also be considered. Additional information that could be used includes the number of features that a software release contains, the time required to deliver the release, and the technical debt that is generated because of forced quick development [M46].

The outcome of technical debt management should be reviewed in terms of its economic consequences [M17] by taking into account business considerations [M7]. That is, technical debt must be quantified [M45]. It is not always easy to express technical debt using economic data. However, without expressing the economic consequences, it is difficult to quantify the effects of executing or not executing a decision. Tom et al. [114] classified technical debt costs into four types: morale, productivity, quality, and risk [114]. However, one problem is that the financial effects of technical debt are not always direct [114]. For example, technical debt can cause low morale in the development team resulting in systemic problems, such as developer turnover [114]. Another issue is that it is necessary to balance rigor with the usability of the estimation method. A very complex and rigorous mathematical estimation model could be highly precise in its prediction and yield highly reliable results, but it could be unusable in practice because it is overly complex when it is adapted to real, large projects [M17]. Finally, some special situations must be considered in cost-benefit analysis. For example, when a system is “retired”, its technical debt is removed [114]. Another issue is that organizations probably do not have adequate resources to fix all the identified technical debt items [M30]. In summary, a complete cost-benefit analysis must take into account all factors. That is, it must consider not only the principal and interest but also the project constraints, including the deadline, budget, and effects [M30] [M33]. Because of this complexity, techniques that help visualize the estimated effects of the technical debt (not technical debt itself) could greatly help decision-making.

4.4.1.6 E6 Automated means

Big projects can generate high volumes of data. Therefore, because of feasibility, it is necessary to obtain estimates automatically to manage technical debt which avoids the negative effect of intrusiveness in the normal development process [M45]. However, the collection of measures is an extra step for developers, who are already overloaded, and might compromise the success of technical debt management [M54]. Hence, the source code, a project’s revision history, a project’s bug history, and other similar data sources can be mined using automatic tools to obtain the information required to
estimate technical debt automatically [M53, M17] and to propose potential items for refactoring [M8].

4.4.1.7 E7 Expert opinion

Expert opinions about the system are required to manage technical debt because they provide knowledge that cannot be obtained from available software information. Together with automated estimates to manage technical debt, the opinions of the people that know the system deeply are required [M53, M17]. This information can include new contracts to be signed, expected changes to be made, or new technologies to be adopted [M20], helping the manager to provide and apply information regarding issues such as uncertainty about the measures and judgments, the system’s external context, and the knowledge of experts (project managers, architects, etc.) [M8]. Finally, the goal of technical debt management methods and tools is to provide the necessary information to human decision-makers [M54].

4.4.1.8 E8 Scenario analysis

In decision-making, it is necessary to estimate the consequences of the decisions made about the system. Therefore, managing technical debt includes defining and analyzing multiple potential scenarios [M17]. By analyzing scenarios, managers can acquire information about the effects of the technical debt if certain events occur in the future, which is discussed in Section 4.4.1.4. Various possible implementations can be analyzed to determine which one is the best. In technical debt management, the goals of scenario analysis are as follows.

- To set targets for debt and specify the level that is acceptable for the project or organization [M30].

- To identify the effects of non-fixed technical debt issues on multiple releases. This is performed by using change scenarios [M32, M33, M20]. Change scenarios represent the probable future changes that the system will accommodate, and they are used to determine the amount of interest to be paid because of technical debt [M50].

- To identify when it is profitable either to implement new functionality early (taking more technical debt because of the quick release or when it is profitable to release functionality slowly but with less technical debt [M46]. The scenarios to be analyzed can include the various paths followed to deliver features in the release
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planning \[M42\], that is, to analyze how much effort to invest in either refactoring, architecture design, or the addition of new features \[M6\] by researching various release scenarios \[M25\].

- With this information, the manager will be able to choose which decisions to implement with the highest probability, and he or she will know the other possible alternatives and the system’s technical debt evolutions. The output of the technical debt management must be in the form of possible scenarios as well as the probability of their economic consequences \[M17\].

- It is necessary to sketch and assess potential alternatives to the benefits and costs to support choosing the most appropriate for handling the technical debt \[M7\]. This process includes testing various possible scenarios to analyze the effects of removing some technical debt items, that is, performing a “what-if” analysis \[M8\] \[M54\].

4.4.1.9 E9 Time-to-market

One important constraint to consider is the time-to-market \[M17\]. This element includes the resources and constraints involved in achieving a project goal on time. The solutions to be implemented could be useless if they cannot be implemented within a certain time. In some situations, it could be necessary to release a product by the deadline without all its expected characteristics. In certain environments, being the first to market is vital to obtain customers. In this situation, long-term software problems are not important because they are not visible to the product’s customers, and these problems are not very important to the software company. In the long term, the problems will be relevant only if the product or the sponsors obtain customers in the short term \[M14\]. To consider fully the costs and benefits of incurring technical debt, it is necessary to take into account the release planning of the product under analysis \[M32\]. In summary, a tradeoff between release characteristics and technical debt must be made to manage technical debt \[M40\].

4.4.1.10 E10 When to implement decisions

Managing technical debt requires making the decision either to pay the principal of technical debt items or to continue to pay the interest on such items. This element is greatly influenced by the constraints on and the availability of the development team’s resources. It is necessary to know when to implement this decision \[M53\] \[M17\]. Some decisions may include when to implement a feature of a product, or when to refactor
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some part of the system to improve some of its qualities [M42]. Hence, such decisions affect the release dates and planning [M25].

4.4.1.11 E11 Technical debt evolution

To know how technical debt affects a system it is not enough to have a snapshot of the technical debt in the system. In order to contrast the technical debt of the system with changes in the context, it is necessary to know how the technical debt evolves in the system. Hence, it is necessary to track technical debt over time [M45]. This tracking requires methods to determine the level of technical debt and its evolution [M6]. Monitoring technical debt consists of keeping track of changes in the costs and benefits of unresolved technical debt items [M33]. By monitoring technical debt frequently, it is possible to react quickly [M30]. Thus, monitoring the evolution of the economic consequences of technical debt [M17] is important. To determine how the system will perform in the future, it is necessary to consider the time-frame required for such an analysis [M20]. Because technical debt implies a cost over time, the time-frame will structure the analysis and enable a cost-benefit analysis. One threshold for the time-frame could be the date estimated for retiring the software [M46]. Other potential time-frames could be obtained from the project release plan [M23] or from the project roadmap.

4.4.1.12 E12 Technical debt visualization

Managing technical debt without the visibility of the technical debt items, and the software artifacts (files, modules, packages, etc.) in which the items are accumulated is not possible. Therefore, having the means to see how technical debt affects the system or the development process is highly recommended [M4]. Defining a visual language for the entire organization allows for fast and transparent communication between people and entities [M30]. Hence, it is possible to determine the relative effects of technical debt with regard to other activities [M45]. However, the visualization technique must have the ability to summarize the information required for high-level analysis, and it must include the possibility of analyzing technical debt at lower levels, such as at the subsystem or component level [M54]. The visualization of technical debt is especially important in architectural technical debt [M5]. This kind of technical debt usually implies several source code artifacts, such as classes and configuration files. Using mechanisms to determine how these artifacts are grouped helps to clarify the distribution of technical debt throughout the system.
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4.4.2 Grouping of elements according to their use in technical debt management

Figure 4.3 shows the grouping of the identified elements according to their use in technical debt management, which were found in the literature after applying the synthesis step described in Section 4.3.6. In practice, a taxonomy of the elements has been obtained. The analysis showed that the elements could be classified into three main groups: basic decision-making factors, cost estimation techniques, and practices and techniques for decision-making. These are explained in the following paragraphs. T1 basic decision-making factors are elements that represent the necessary information about the system technical debt. That is, these elements are information that is needed to make decisions about managing technical debt. Therefore, these elements are mainly focused on the identification and measurement of technical debt.

T2 cost estimation techniques are elements focused on how a technical debt management model should be implemented. The main difference from the basic decision-making factors is based on the degree of human intervention. Therefore, models can be implemented using automatic tools, manual processes or a mix of both. Finally, T3 practices and techniques for decision-making are elements focused on the considerations that must be taken into account, in addition to the technical debt estimations, to manage technical debt. Elements of this type indicate requirements to be taken into account in addition to the basic decision-making factors. These elements draw attention to the fact that it is not enough to simply identify and measure technical debt. It is also necessary to integrate technical debt management into the project management process as one of its activities.

4.5 Technical Debt Management Elements from the Stakeholders’ Points of View

In this section, the second research question is addressed: What elements are considered from the various stakeholders’ points of view? Although the findings showed that various stakeholders are involved in technical debt management, the most appropriate classification system to use was not evident. Clements et al. proposed, in [23], three stakeholders’ points of view, namely (software) engineering, technical management, and organizational management, which were used in the first version of the work. Recently, in SWEBOK V3 [16], the terms engineering management, and business organizational were used. This usage reflects an evolution in the understanding of how software prod-
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Table 4.1: Elements of technical debt management identified in the literature. Every element identified is included in the column *Elements*. The references in which it was identified are shown in the column *Sources*. The number of references in which it was identified is shown in the column *Count*. The column on the left classifies the elements according to their use in technical debt management (see Section 4.4.2).

<table>
<thead>
<tr>
<th>Elements</th>
<th>Sources</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>T1 Basic decision-making factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2 Principal</td>
<td>M6 M8 M17 M3 M11 M12 M20 M13 M24 M23</td>
<td>35</td>
</tr>
<tr>
<td>E3 Interest</td>
<td>M6 M8 M17 M3 M11 M12 M20 M13 M24 M23</td>
<td>34</td>
</tr>
<tr>
<td>E4 Interest probability</td>
<td>M6 M8 M17 M3 M11 M12 M20 M13 M24 M23</td>
<td>18</td>
</tr>
<tr>
<td>E5 Technical debt impact</td>
<td>M6 M7 M45 M5 M30 M10 M17 M2 M3 M11</td>
<td>45</td>
</tr>
<tr>
<td><strong>T2 Cost estimation techniques</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E6 Automated means</td>
<td>M45 M8 M30 M17 M12 M31 M36 M38 M47</td>
<td>26</td>
</tr>
<tr>
<td>E7 Expert opinion</td>
<td>M8 M17 M20 M22 M19 M52 M53 M54 M28</td>
<td>16</td>
</tr>
<tr>
<td><strong>T3 Practices and techniques for decision-making</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E8 Scenario analysis</td>
<td>M6 M7 M8 M30 M17 M3 M20 M24 M27 M31</td>
<td>20</td>
</tr>
<tr>
<td>E9 Time-to-market</td>
<td>M17 M23 M37 M41 M42 M46 M50 M51 M60</td>
<td>9</td>
</tr>
<tr>
<td>E10 When to implement decisions</td>
<td>M6 M17 M3 M21 M23 M22 M25 M29 M14</td>
<td>17</td>
</tr>
<tr>
<td>E11 Technical debt evolution</td>
<td>M6 M45 M30 M17 M3 M23 M22 M31 M33</td>
<td>18</td>
</tr>
<tr>
<td>E12 Technical debt visualization</td>
<td>M45 M5 M30 M4 M31 M52 M54 M57 M28</td>
<td>18</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>T1 Basic decision-making factors</th>
<th>T3 Practices and techniques for decision-making</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1 Technical debt items</td>
<td>E8 Scenario analysis</td>
</tr>
<tr>
<td>E2 Principal</td>
<td>E9 Time-to-market</td>
</tr>
<tr>
<td>E3 Interest</td>
<td>E10 When to implement decisions</td>
</tr>
<tr>
<td></td>
<td>E11 Technical debt evolution</td>
</tr>
<tr>
<td></td>
<td>E12 Technical debt visualization</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T2 Cost estimation techniques</th>
<th>T2 Cost estimation techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>E6 Automated means</td>
<td>E7 Expert opinion</td>
</tr>
</tbody>
</table>

**Figure 4.3:** Taxonomy of the identified elements for technical debt management. Elements are grouped according to its use in technical debt management.

Product development takes place. Therefore, in this chapter, the final list of stakeholders’ points of view was as follows: (software) P1 engineering, P2 engineering management, and P3 business organizational management. P1 engineering includes concerns about processes such as software design and software construction, as well as, software architecture for some members of the community. P2 engineering management is focused on process planning and monitoring, including measurement. Finally, P3 business organizational management is focused on organizational goals, business strategy, time horizons, risk factors, financial constraints, and tax considerations. These points of view are aligned with the stakeholders identified by Yli-Huumo et al. [M61] in technical debt management: development team, software architect (P1 engineering); team manager (P2 engineering management); and business stakeholder (P3 business organizational management).

To analyze the elements of technical debt management from the stakeholders’ points of view mapping was conducted. Figure 4.4 shows the mapping of the identified elements of technical debt management (see Section 4.4) and the stakeholders’ points of view, which are described above.

The analysis revealed (see Figure 4.4) that most papers were focused on the T1 basic decision-making factors, that is, on obtaining the necessary information about the system’s technical debt. In this case, the preponderant points of view were P1 engineering (e.g., the creation of source code, designing, architecting, or testing) and P2 engineering management (e.g., planning, or product quality management).
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#### Figure 4.4: Mapping of the elements in the stakeholders’ points of view. All the papers identified in this study are considered in the mapping.

Mapping of the elements to support decision making in managing technical debt versus the engineering, engineering management, and business organizational management points of view. Each of the selected papers can include several elements and can be mapped onto more than one point of view. In each cell, the number in the center is the number of papers that identify an element from a specific stakeholders’ point of view. The upper left percentage is the percentage of papers that identify the element (column) as specific to a point of view (row), and the lower right percentage is the percentage of papers with the specific point of view (row) that identify the element (column). The first column shows the summary of the papers per stakeholder point of view, while in the bottom of the figure, there are summaries of papers per element and per type of element.
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The papers included in *P1 engineering* and *P2 engineering management* strongly highlighted all the identified technical debt management elements. Conversely, this was not the case for *P3 business organizational management*, apart from *E9 time-to-market*, *E11 Technical debt evolution*, and *E6 automated means* elements. This finding indicated a business requirement for technical debt management, which could include the following: to quantify the impact of technical debt; to estimate technical debt automatically to avoid extra effort in the developments process; to know the effects of technical debt in the delivery capacity of the team putting at risk the ability to meet the projects’ deadlines; and to control the evolution of technical debt over time. This finding, however, should be assessed in future studies.

Concerning the *E9 time-to-market* element, an interesting finding was that it is hardly ever taken into account by the current technical debt management tools and methods as discussed in [36]. This is an interesting paradox and a serious issue: whereas *E9 time-to-market* is one of the least referenced, used, and suggested *T3 practices and techniques in decision-making*, it is probably the most referenced cause of technical debt and according to [114] one of its most relevant antecedents. Therefore, managing technical debt without considering *E9 time-to-market* could lead to wrong decisions that could affect important deadlines in a project.

Most of the studies analyzed focused on *T1 basic decision-making factors*. This finding may indicate that technical debt management is still in an initial phase. It also means that data estimation techniques and metrics for the technical information normally extracted from source code, repositories, or tracking systems have not yet been developed, or, at least, they have not yet been made available to the software engineering community. Whereas *T1 basic decision-making factors* seem to be conceptually close to the project *P1 engineering* activities, *T3 practices and techniques for decision-making* are not far from the decision-making process and are therefore closer to *P2 engineering management* and *P3 business organizational management* than to *P1 engineering*. Whereas *P1 engineering* is focused on finding project’s technical problems, *P2 engineering management* and *P3 business organizational management* extract information from sources such as strategic decisions about the architecture, product release dates, new contract signatures, budgets, or technologies provided by partners, in the areas of management and strategy. It is worthwhile to highlight that *E5 Technical debt impact* was the only highly referred element, regardless of the point of view that was considered. Therefore, *E5 Technical debt impact* was found to link the three points of view in addressing technical debt management concerns. This finding suggests that quantifying the effects of technical debt could form an excellent communication
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channel among the different stakeholders in a project. Moreover, this finding supports the previous conclusion about the importance of the E5 Technical debt impact element (Section 4.4.1.5).

Finally, the elements of E6 automated means and E7 expert opinion fit the type T2 cost estimation techniques. These two elements are complementary: E6 automated means element refers to extracting the required data without disturbing the normal activity of developers, whereas E7 expert opinion refers to using experts to provide the information that cannot be automatically extracted and to make decisions based on estimations.

4.6 Retrospective and Discussion

4.6.1 Identification and Definition of the Elements

This review study performed a systematic mapping of the current literature on technical debt management. Sixty-three papers were analyzed and 12 elements of managing technical debt were identified. The elements were classified into three types: T1 basic decision-making factors; T2 cost estimation techniques; and T3 practices and techniques for decision-making. This classification allowed us to use a top-down hierarchical approach. Previous contributions to the literature addressed topics that were considered necessary to manage technical debt, but it was not clear how these contributions could fit an overall view of the research. The present review study provided a taxonomy of the elements.

The elements and types of elements, even when they were related, differed from the activities identified by Li et al. [69]. Although the activities mentioned in [69] represented the steps that have to be performed to manage technical debt, elements are used during activities as inputs, outputs, or mechanisms.

Alves et al. [6] identified several management strategies. These strategies referred to concrete methods or techniques used to manage technical debt. These methods included some of the sources in which the elements of the present review were identified. Therefore, the goals of the studies are different. Alves et al. identified the current methods for technical debt management, whereas the present review identified what these methods took into account in order to manage technical debt.

These relationships are interesting for studying how to integrate technical debt management into a software product roadmap similar to that described in [109]. Part of this roadmap is the software development process or the strategic planning. Therefore, a more detailed study of such relationships should be addressed in a future work.
4.6.2 Stakeholders’ Points of View with Regard to the Elements

The identified elements were mapped to three different stakeholders’ points of view (see Figure 4.4). These points of view comprise the activities involved in the software product development enterprise: *P1 engineering, P2 engineering management, and P3 business organizational management.*

This mapping allowed us to determine how different stakeholders considered the same elements. Other stakeholders sometimes considered different elements but in all cases from a different point of view.

The first finding showed that the business organizational perspective was neglected in the literature, which was a serious obstacle from the point of view of enterprise management. More papers were focused on *P1 engineering and P2 engineering management* than on *P3 business organizational management.* Companies make products either to sell to customers or to consume internally. In all cases, products must make sense from a business point of view as well as from a technical point of view.

The second finding was related to an important issue: communication among stakeholders. As described in Section 4.5, the element of *E5 Technical debt impact* was the only element that was highly referred to, regardless of the point of view considered. This finding suggests that quantifying the effects of estimating technical debt could be an excellent communication channel among different stakeholders. This opens the issue of how estimating the effects of technical debt could be represented so that stakeholders with different technical backgrounds could understand estimation of the effects and could discuss them effectively with each other.

Another remarkable finding was that *E9 time-to-market* was hardly ever taken into account in the methods used to manage technical debt. However, from the point of view of *P3 business organizational management,* only *E9 time-to-market, E11 Technical debt evolution,* and *E6 automated means* elements were highly considered. This finding is consistent with the results reported in previous studies [6] [36], which present an interesting paradox: whereas *E9 time-to-market* was one of the least referenced elements of technical debt management, it was one of the most relevant antecedents of technical debt [114]. Therefore, the lack of support for time-to-market in the current technical debt management literature could lead to wrong decisions.

4.6.3 Baseline for a Framework

The analysis described in sections 4.4 and 4.5 provides a baseline for defining what could be considered a framework for technical debt management. This framework would
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consist of a bi-dimensional schema at a high level of granularity. The dimensions would be groups of elements and stakeholders’ points of view. At a second level of granularity, the schema could be considered to have six dimensions that corresponded to the three groups of elements (basic decision-making factors, cost estimation techniques, and the practices and techniques used in decision making) and the three Stakeholders’ points of view (engineering, engineering management, and business organizational management). This framework would represent technical debt management as an integral job of the enterprise.

The application of this framework could be twofold: first, it would be possible to define purpose-oriented models for technical debt management (which elements are required for managing technical debt according to different objectives), when dimensions and groups were decided according to specific goals. A second application would be to determine how specific methods (or models) that were built outside framework guidelines could be applied according to their characteristics when they were analyzed according to the framework.

The use of this framework could show that some elements have special relevance whereas not always support of methods can be found in the literature. This is the case of E9 time-to-market (see Section 4.4.1.9 and Section 4.5). Scenario analysis is important because technical debt management depends on the context (see Section 4.4.1.2 and Section 4.4.1.3).

4.6.4 Technical Debt Management Decision Making

In the present review study, the main finding concerning technical debt management decision making was that it is context dependent (see Section 4.4.1.2 and Section 4.4.1.3, and the considerations below in the current section). The consequence of such context dependence is that without a clear solid definition of context and precise estimations of technical debt, estimations of effects are of little use.

From the point of view of decision making in technical debt management, the findings showed that the elements of type T3 Practices and techniques for decision-making were the most relevant. These elements are required to make informed decisions. It is necessary to identify and analyze different possible decisions (E8 Scenario analysis) in order to realize the possible consequences of such decisions. Therefore, in making decisions about technical debt it is not enough to have an overall picture of the system’s technical debt. Without data about the evolution and trend in the amount of technical debt (E11 Technical debt evolution), decisions will be made without enough information. By analyzing the trend in the amount of technical debt, it would be possible to
estimate when to invest in removing technical debt before the debt becomes too high to be managed. Both \textit{E8 Scenario analysis} and \textit{E11 Technical debt evolution} imply that a future time-frame is required to perform the analysis.

In practice, the complete picture is more complex because time is also a constraint. This was particularly highlighted by \textit{E9 Time-to-market}, \textit{E10 When to implement decisions}, and \textit{E11 Technical debt evolution}. These elements imply that based on the constraint of time, more or less effort should be made to remove technical debt. For example, a scenario in which a startup is in a race to be the first to release a product in a market is different from a scenario in which a consolidated company has a product that leads the market, and therefore, it is possible to delay a new release to remove technical debt. Therefore, any decision made in technical debt management implies a trade-off between software release characteristics and technical debt removal.

Finally, even with effective tools and practices that identify, measure, and estimate the effects of technical debt, without the means to make such debt visible \textit{(E12 Technical debt visualization)} it would be difficult for companies to understand the real situation of their software products. Visualization techniques are a means of providing fast and transparent communication. If decision-makers do not obtain technical debt information in a format that they understand, they could make wrong decisions.

### 4.6.5 Implications for Research

The results of the present study have several implications for the research on the management of technical debt, including the following:

- Further research is needed to integrate automatic data extraction with expert knowledge for technical debt management.
- Advancements are required to make trade-offs between new product characteristics and technical debt removal in new releases.
- Because a time frame is required to perform some analyses \textit{(E8 Scenario analysis} and \textit{E11 Technical debt evolution}, it is necessary to determine the appropriate time frame that considers all the related issues.
- There is a lack of research on the business perspective of technical debt. Further studies in this direction would make valuable contributions to the literature.
- There is a need to determine how to define contexts, and to use them in estimations.
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- Visualization techniques are required to estimate technical debt and its effects. These techniques should be designed and built specially to take into account the different backgrounds of stakeholder.

- Research is required on the integration of technical debt management into the roadmap of the software product.

4.6.6 Implication for Practitioners

The results of the present study have several implications for practitioners, such as the following:

- A guide to study specific cases of technical debt management in relation to the identified elements should be produced. This issue pertains to technology transfer or standardization rather than research.

- Using the defined framework, organizations could create models of technical debt management by using the elements identified in this study.

- Practitioners could identify factors that have to be taken into account in making decisions about technical debt management.

- Organizations could compare their current practices in technical debt management with the elements of the described framework to identify gaps in their technical debt management process.

- Practitioners should consider that technical debt management is relevant to their work whenever they are working on a software product roadmap.

4.7 Threats to Validity

This section addresses potential biases and the actions taken to minimize their effects. To analyze potential biases in a more systematic way, in this section all the potential biases in systematic reviews were analyzed following the definitions given in [115]. According to these definitions, there are three main groups of biases: bias in identifying articles, bias in choosing studies, and bias in obtaining accurate data. In the following subsections, the biases in each group are analyzed.
4.8 Conclusions and Future Work

4.7.1 Bias in identifying articles

Several factors can affect the identification of articles: the criteria of the reviewers and editors of journals or conferences, industry-sponsored research in some areas, place of publication, biased indexing studies in literature databases, inadequate or incomplete searches, articles that are cited more often than others are, and studies that generate multiple publications. In the present review, several different literature databases were used to include the maximum number of sources and to minimize the impact of the above-mentioned biases. Because of the complications involved in identifying that several publications are in fact results of the same study, no action was taken to merge publications. This is a minor risk because few papers included in this study were authored by the same researcher.

4.7.2 Choosing study biases

The process used to select the papers was conducted following the steps provided by Petersen et al. [84]. The inclusion and exclusion criteria could also be influenced by the personal biases of the author. The a priori definition of the criteria helped to minimize this potential bias.

4.7.3 Obtaining accurate data bias

In a literature review, the poor quality of sources can lead to inaccurate conclusions. To mitigate this potential bias, the selected papers were published in journals, conference proceedings, or workshop proceedings according to a peer-review process. To include all relevant studies about technical debt management, some book chapters were included. Because these were few in number compared to the other selected papers, the effect on the quality of the results was low. The author had to interpret the papers in order to classify them as being about engineering, engineering management, or business organizational management. This classification could be influenced by personal bias or by the information given in the papers, and this classification should be confirmed in subsequent research, such as by conducting interviews with practitioners.

4.8 Conclusions and Future Work

This chapter reports the findings, and conclusions of an analysis of the current literature on technical debt management. The focus of the chapter was to identify the elements of technical debt management. The research method used systematic mapping [84] and
some synthesis activities. This chapter analyzed how current approaches supported the
identified elements.

Based on the mapping conducted in this review study, one conclusion is that it
was possible to define a framework. This framework could be used to produce specific
decision-making models and methods or to assess existing ones (see Section 4.6.3). In
contrast to the majority of the current approaches to technical debt management, the
framework was not constrained by a concrete type of technical debt.

Another important conclusion is that technical debt is context dependent (see Sec-
tion 4.6.4). This means that the context, which is difficult to define, must be part of
the estimation model, includes issues such as the history of the product development,
prospects, or time to market.

Introducing the business organizational perspective allowed to identify that most
of the previous studies focused on the elements with engineering and engineering man-
agement points of view whereas the business organizational perspective was neglected.
Within an industrial or government environment, this is a serious issue. It is important
to highlight that while E9 time-to-market was one of the least suggested elements, it
was probably the most referenced cause of technical debt. According to [114], it was
one of its most relevant antecedents. This situation could lead to wrong decisions that
could affect important deadlines in a project.

There were some indications that E5 Technical debt impact could be effective in
allowing communication between the different stakeholders in a project (see Sec-
tion 4.6.2). This would require both quantifying and visualizing the effects of technical
debt.

The elements identified in the present review could be used to define models for
technical debt management for specific systems with two objectives: to demonstrate
how the elements work in practice; to implement specific technical debt management
models based on the integration of the tools that are currently available for the man-
agement of technical debt.

In addition to the framework, an important finding of this chapter is, as is explained
in Section 4.6.4, any decision about software evolution implies a trade-off between
software release characteristics and technical debt removal.

Finally, to use the framework is necessary to know what is the support of tools for
each framework’s element. This is addressed in the following chapter.
4.9 Selected Publications

See Annex C
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Identification of tools and strategies that support the elements identified in Contribution 2 and the lacks in this support
Chapter 5

Tools and Strategies for Technical Debt Management

The goal of this chapter is to identify and analyze the tools and strategies for technical debt management that are available to support the elements identified in Chapter 4. To do that the systematic mapping study presented in Chapter 4 has been extended to analyze the tools and strategies proposed in the literature. This chapter is an excerpt from the following articles:

  Copyright ©2015 IEEE.

  Copyright ©2016 Elsevier Inc.
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5.1 Introduction

This chapter extends the systematic mapping described in Chapter 4 by analyzing the selected studies that present tools or strategies used in technical debt management. The goal of this chapter is to identify the support of tools and strategies for using the framework described in Section 4.6.3.

The structure of this chapter is as follows: Section 5.2 presents the methodology used in this chapter. Section 5.3 presents some previous related studies and the differences with the present one. Section 5.4 presents the support of tools and strategies for using the identified elements described in Chapter 4. Section 5.5 shows the analysis of the rigor and relevance for the industry of the found tools and techniques. Section 5.6 discusses the results. And finally, Section 5.7 summarizes the outcomes of the case study in the context of this thesis.

5.2 Methodology

As mentioned above, this chapter extends a previously described systematic mapping. The details of the steps performed to conduct that systematic mapping can be seen in Chapter 4.

As part of the extension of the systematic mapping, the scientific rigor and the industrial relevance of the analyzed paper were assessed. The goal of this step was to know how the identified elements were supported in the currently available tools and techniques used in technical debt management from an industrial perspective.

The quality assessment of the reviewed papers is not covered by the systematic mapping approach [84]. We used the method proposed by Ivarsson and Gorschek [56] which was previously used with systematic mapping studies in the software engineering domain [81]. The model provides a set of rubrics to measure rigor and relevance for industry. Rigor refers to the precision or exactness of the research method used and how the study is presented. The model in [56] defines three aspects used to measure rigor: context described, study design described, and validity discussed. Each aspect is scored by 0, 0.5, or 1. Consequently, the total rigor score of a paper will be between 0 and 3: 0 is the worst score, and 3 the best score. A detailed explanation of the criteria used to assign each score is provided in [56].

Relevance refers to the realism of the environment in which the results are obtained and the degree to which the research method facilitates the transference of results to practitioners. The model defines four aspects that are scored by 0 or 1. Therefore, the total relevance score of a paper is between 0 and 4: 0 is the worst score, and 4 is the
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best score. A detailed explanation of the criteria used to assign each score is provided in [56].

5.2.1 Research questions

RQ1: What elements have been considered in the tools and strategies proposed to manage technical debt?

RQ2: What is the current support in industrial environments for the elements required in decision making in technical debt management in the form of tools and strategies?

5.3 Background and Related Work

Li et al. [69] identified tools for technical debt management whereas Alves et al. [6] identified technical debt indicators and strategies for technical debt management (approaches, methods, and models). The goal of the present chapter is different. The objective here is to analyze how tools and strategies of technical debt management support (or not) the elements required for technical debt management identified and defined in Chapter 4. Additionally, the rigor and relevance for the industry of the studies where those tools and strategies are presented were analyzed.

5.4 Tools and Strategies

To respond the first research question, a new mapping of the elements and stakeholders’ points of view was performed. In that case using the papers that introduced one or several elements of technical debt management, and proposed tools or strategies to manage technical debt. Papers that simply introduced elements of technical debt management were excluded. Figure 5.1 shows this new mapping. The comparison of Figure 4.4 and Figure 5.1 shows an obvious difference in the number of papers on each element and point of view. As long as the set of papers used in Figure 5.1 was a subset of the set of papers used in Figure 4.4 the obtained difference in the number of papers could be expected. Nonetheless, the percentage of elements introduced with respect to the three points of view were proportional to those obtained in the entire selection of papers (see subsection 4.5).

This finding allowed us to conclude that the identified elements were not simply suggestions made by the authors but a set of elements used by those authors to define
Figure 5.1: Mapping of the elements in the stakeholders’ points of view. Exclusively the papers that defined methods for technical debt management were considered for this mapping. Mapping of elements to support decision making in managing technical debt versus the engineering, engineering management, and business organizational management points of view. Each selected paper can include several elements and can be mapped onto more than one point of view. In each cell, the number in the center is the number of papers that identify an element from a specific stakeholder’s point of view. The upper left percentage is the percentage of papers that identify the element (column) as specific to a point of view of (row), and the lower right percentage is the percentage of papers with the specific point of view (row) that identify the element (column). The first column shows the summary of the papers per stakeholder point of view, while in the bottom of the figure, there are summaries of papers per element and per type of element.

concrete techniques for technical debt management. This second mapping was also useful to identify the coverage of the elements. It, therefore, was possible to determine some gaps in the current methods regarding elements that were not addressed to manage technical debt. The main shortcoming was the insufficient support shown for E4 Interest probability, E7 Expert opinion, E9 time-to-market, E10 When to implement decisions, E11 Technical debt evolution, and E12 Technical debt visualization. Based on this finding, it can be concluded that additional methods or improvements to the currently available methods are required to support these elements. Especially to take into account the business organizational management point of view.
5.4 Tools and Strategies

5.4.1 Analysis of Tools and Strategies from the Elements for Technical Debt Management Perspective

5.4.1.1 E1 Technical debt items

Approaches to identifying items of technical debt are mainly focused on code debt and architectural debt. Approximately 65% of all code anomalies were related to 78% of all architecture problems [72]; therefore it could be thought that these techniques overlap. However, Zazworka et al. [M63] show that different techniques (modularity violations, code smells, grime, and automatic static analysis [ASA] issues) do not overlap. That is, they point different technical debt items with regard to maintainability including code and architectural debt.

Focusing on code technical debt, Nugroho et al. [M43] propose a method based on lines of code, code duplication, McCabe’s cyclomatic complexity, parameter counts, and dependency counts to score software on the basis of its maintainability. This approach calculates the total technical debt in a system but does not identify concrete technical debt items. Other methods, use the combination of code metrics and thresholds to define detection strategies [M30], rules [M12], or quality requirements [M30].

One of the techniques analyzed by Zazworka et al. [M62] is focused on detecting code smells (e.g., God and brain code smells). As in the study of Zazworka et al., other studies show that a correlation exists between classes with code smells (or some of them) and change-prone, change size, change frequency, or error-prone classes [68, 92, 79, 99, 125].

To identify architectural technical debt, Cai et al. [M8] use modularity violation detection (design rule violation) and rare class analysis to detect architectural debt items. For modularity violation detection, they use a tool called Clio [118] that allows one to detect files that change together when they are not supposed to be coupled. This tool uses a clustering technique to identify the system’s modules, thus allowing one to analyze the modules’ dependencies [119]. For rare class analysis, they use an algorithm to classify the files, considering their participation in patches created to fix detected bugs. A more recent tool, based on the same concepts of Clio, is Titan [122] which is based on the concept of design rule spaces [121]. Titan was used by Kazman et al for technical debt management [M28].

5.4.1.2 E2 Principal

Studies reveal two main strategies to estimate the principal. The first one is based on having a repository of similar changes and projects. Based on this accumulated knowl-
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edge, it is assumed that a similar problem in a similar project will imply the same effort to solve the problem. Following these criteria, in [M43] and [M13] a function of the estimated percentage of lines of code to be changed and an estimation of effort per line of code are used. Both variables are estimated using statistical information collected from other projects using the same technology. Curtis et al. [M12] detect code and architectural violations and use information obtained from several projects to estimate the effort needed to solve these kinds of violations, considering the programming language. An important consideration is that technical debt is context dependent [M54]. Therefore, these approaches, based on statistical information collected from other projects, might introduce imprecision in the principal estimation.

The second strategy consists of detecting technical debt items and utilizing the typical effort estimation that the organization uses [M23, M20, M8, M62].

5.4.1.3 E3 Interest

For the interest estimation, some studies use an estimated maintenance effort based on information collected from other projects using the same technology [M43] [M13]. Similar to the principal, an important consideration is that technical debt is context dependent [M54]. Therefore, due to these approaches use information collected from other projects, they might add imprecision in the interest estimation.

Others use defect likelihood and change likelihood to estimate the technical debt items’ impact on system quality, for example, focusing on classes with the God class code smell [M62]. They calculate the defect likelihood on the basis of the times a technical debt item is changed to solve defects. Similarly, they calculate change likelihood on the basis of the number of changes performed in the technical debt item over time. In [M63], the analysis is extended to 30 indicators including modularity violations, several code smells and size to detect and analyze whose correlation with maintainability (defect likelihood and change likelihood).

Specifically focused on architectural debt, Cai et al. [M8] use variations in the cost-per-change and cost-per-defect to estimate the interest. They propose three proxy measures of effort for estimating the cost: actions, the number of commits/patches; churn, the number of lines changed in a file; and discussions, the number of textual comments about a file in the developers’ discussions. They demonstrate that these three proxy measures of effort are valid, analyzing their correlation with other metrics that other authors have previously studied [71] [22]. However, they do not provide a concrete way of transforming the proxies’ measure variations into maintenance effort variations.
Another proxy used to estimate interest is to monitor developers’ activity. Collecting metrics about the activities with the development environment that developers perform when they are working with classes shows the difference in maintenance efforts.

5.4.1.4 E4 Interest probability

Several studies propose assigning a probability to the interest estimation. In this way, the interest can be estimated as expected interest. Cai et al. use triangular distribution for the interest estimation that is, a pessimistic value, an optimistic value, and a most-likely value for the interest estimation. Several studies use the probability of change scenarios to model the interest probability. However, they do not provide concrete methods to estimate such values. In these methods, this estimation is delegated to project managers or architects. Therefore, it is a challenge how to estimate the probability distribution of interest to manage architectural technical debt.

5.4.1.5 E5 Technical debt impact

This section incorporates techniques that focus on the economic consequences of technical debt, perform some cost-benefit analysis on the basis of principal and interest, and/or provide ways for ranking technical debt items considering their impact on the system.

One strategy used to estimate technical debt’s economic consequences is oriented to provide a big picture of the whole system without providing low-level detail of how technical debt is distributed in the system. Nugroho et al. propose a method based on code metrics (lines of code, code duplication, McCabe’s cyclomatic complexity, parameter counts, and dependency counts) to score software on the basis of its maintainability. This same approach can be seen in. Based on the accumulated data of more than 170 systems, they provide estimations of the cost of change in order to increase the software’s score in the ranking. Nevertheless, it only estimates the economic consequences at the whole-system level, while it does not identify the modules or components in which technical debt has accumulated and consequently, the technical debt distribution over the system.

Curtis et al. use average effort—considering the programming language—per type of code or architectural violation detected and the cost per hour to estimate the principal cost. This provides a general view of the system’s technical debt, but they do not consider the interest or other aspects in their estimations. Similar to this solution, Letouzey and Ilkiewicz assign a remediation cost and a non-remediation index
5. TOOLS AND STRATEGIES FOR TECHNICAL DEBT MANAGEMENT

per each type of quality requirement (i.e., type of technical debt item) defined in their technical debt management model.

For architectural debt, Cai et al. [M8] use three file metrics to measure maintenance efforts. They use churn (lines of code changed in each change), actions (commits in which the file has been involved), and discussions (a metric based on the text mining of different sources, such as discussion forums and commit descriptions). They demonstrate that these three metrics are correlated with maintenance effort and proposed them to estimate the benefit of refactoring. However, a clear way of transforming the three metrics’ values into a refactoring benefit is not shown. They also use the cost to solve defects and the defect rate as variables. Finally, they use real options to combine the different variables, performing an economic analysis of the future costs and benefits of the system. Similarly, Alzaghoul and Bahsoon [M2] analyze Web service selection using real options. They consider the technical debt generated when the selected web services do not have enough scalability to support the system’s future growth, but they also consider the importance of not wasting resources due to excess of scalability capabilities.

Several authors use cost-benefit analysis to estimate technical debt’s impact. The basic way to perform a cost-benefit analysis is to compare the cost of removing technical debt (principal) with the benefit obtained (normally, the avoided cost due to not having interest) [M24, M30, M28].

Some of these methods are oriented to release planning [M42]. Their goal is to identify when it is more profitable to initially invest in architecture or when it is better to release functional features as soon as possible. That is, this method is oriented to decide when it is better to incur technical debt by adding features as soon as possible or when it is better to add features later.

Some authors add time as a variable to be considered in the analysis. Therefore, they take into account technical debt’s possible evolutions over time [M23, M43, M13]. Other authors use real options to perform the analysis [M8, M40], in this case using a valuation technique based on Monte Carlo simulations. Also, considering the time frame, other authors use decision trees to perform the cost-benefit analysis [M20].

Authors use the estimated cost-benefit ratio to perform a ranking [M62, M30]. This ranking is useful when it is necessary to solve the technical debt items with the highest priority. The ranking is dependent on the cost-benefit analysis method. Therefore, only the variables considered in such a method are used to perform the ranking. Another method that Guo and Seaman use [M24] consists of applying a model based on the portfolio approach. Portfolio management comes from the finance domain and focuses
on selecting the assets that maximize return on investment or minimize investment risk \[M24\].

Several challenges persist. In order to have a realistic cost-benefit analysis, it is necessary to evaluate more than just principal and interest. Many times, authors point out that technical debt is originated when time-to-market restrictions are present. Therefore, the costs of delaying a functionality or release in order to remove technical debt have to be considered. Additionally, the team’s capacity to perform tasks should be considered because it is limited.

### 5.4.1.6 E6 Automated means

Many authors use tools for automatically detecting sources of technical debt (see Section \[5.4.1.1\]). Also, historical data can be used to estimate the interest for a specific organization or project \[M17\]. Some authors define code and file metrics used to estimate interest that can be extracted automatically from source code (see Section \[5.4.1.3\]). Usually, automated estimates include code/file metrics, effort measures, and the files’ evolutionary history over the system’s different versions \[M8, M28\].

Two approaches can be identified: one based on having a historical repository of projects with similar characteristics and a second based on mining a project’s available resources (source code, control version systems, etc).

### 5.4.1.7 E7 Expert opinion

Almost all of the authors suggest the need to use expert knowledge to add information that cannot be estimated in another way. Also, Cai et al. \[M8\] propose a decision-support system for architectural refactoring decisions. Their goal is to give refactoring recommendations to experts (the project manager or the architect). Then, the expert could analyze different scenarios on the basis of the estimations to decide which recommendation to follow.

### 5.4.1.8 E8 Scenario analysis

The authors use different kinds of scenarios: (1) scenarios to analyze technical debt goals and estimate the effort required to achieve them \[M30\]; (2) release scenarios to analyze the most profitable release path based on the architectural technical debt incurred \[M12, M23\]; (3) what-if scenarios used to provide managers or architects with the possibility of seeing the estimated impact of different decisions regarding refactoring
the architecture in order to improve the software’s modularity [M8]; (4) and change
scenarios to analyze the possible evolution of the technical debt in the system [M20].

None of the proposed methods analyze several types of scenarios. Furthermore, the
methods that use scenarios as part of their analyses focus on concrete kinds of technical
debt or use different detection strategies that make them difficult to integrate. Further
effort is needed to define methods for estimating architectural debt that allow one to
combine all of the types of scenarios.

5.4.1.9 E9 Time-to-market

Some studies consider time-to-market as a restriction when they define scenarios and
as a potential benefit of incurring technical debt [M23, M42, M51]. However, they do
not provide explicit methods for considering time-to-market in order to manage tech-
nical debt. Time-to-market is essential to the success of many projects and products.
Therefore, it should be considered explicitly in making a decision about when to delay
groups of features or when to remove technical debt.

5.4.1.10 E10 When to implement decisions

Several authors identify release planning as the step during which decisions about
technical debt management can be executed [M24, M42, M25]. Two different decisions
have been identified. The first consists of determining when it is necessary to reduce
technical debt [M24]. The second is oriented to decide whether it is better to implement
features as soon as possible (this implies future reworks due to adaptations) or expend
some time in architectural tasks and then implement the features [M42].

Real options can help with deciding when refactoring is profitable [M8]. If the
case is an option-based approach some important estimations are usually required:
data inferred from evolution history and the prediction of future changes and cost
estimations [M8]. Other authors have suggested using portfolio theory with the same
objective [M24].

5.4.1.11 E11 Technical debt evolution

Many articles use project’s historical data to estimate the interest (see Section 5.4.1.3)
based on the evolution of some code or file metrics. However, only a few consider
technical debt’s evolution over time. Some authors analyze technical debt’s evolution
over the project releases [M23, M30, M55]. Also, Marinescu [M36] defines an indica-
tor for tracking technical debt’s evolution over the project releases. These indicators
provide information about how technical debt is rising or not rising in the system, but they do not provide information about whether or not accumulating technical debt has additional consequences.

5.4.1.12 E12 Technical debt visualization

In general, few methods exist for visualizing technical debt. Most studies show charts featuring the relationship among principal, interest, and/or time. Other studies use design structure matrix (DSM) to show different kinds of relationships between the software modules [M5] [M28], or dashboards in order to make visible the proportion of lines of code that exceed the quality requirement established [M30] [M39]. Finally, some studies show the components more affected by technical debt [M4] [M14].
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5.5 Technical Debt Management in the Industrial Environment

The method described in Section 5.2 was applied to analyze the extent to which the current techniques used for technical debt management are relevant in an industrial environment. This method provides two scores to quantify the rigor and the relevance of the studies from an industrial perspective. The method used to score rigor and relevance (see Section 5.2) focused on measuring whether the techniques and methods have been validated. Therefore, papers that did not provide data about the validation of technical debt management methods obtained low scores.

Figure 5.2 shows the scores of the analyzed papers. Most papers did not provide enough details about the methods or techniques to be relevant to the industry. That is, they did not provide enough details to allow an independent company to use the method proposed. However, as shown in Figure 5.3, in recent years, the trend has been that the average rigor and relevance of the research on technical debt management has increased. Therefore, the technical debt research community is aware of this lack of rigor and relevance in the industry, and it is working to improve the situation.

Figure 5.4 shows the mapping of the elements and points of view in which papers that presented methods or techniques for technical debt management that had rigor and relevance greater than a threshold were considered. In the present analysis, the threshold for rigor is equal to 2, that is, only papers with a rigor score of 2 or more were considered. This value was chosen so that only papers with a score at least equal to the half-maximum possible score were included. Following the same criteria, the threshold for relevance was set at 3. Many of the elements counted on having only two or three methods with enough rigor and relevance for industry. The elements E1 Technical debt items and E5 Technical debt impact were outstanding because they had a consistent support that was independent of the point of view.

Therefore, based on these findings, it can be concluded that more tools and strategies, or more detailed reports of the current ones, are necessary to support their use by software companies in managing technical debt.

5.6 Findings

The elements are used in tools and strategies. Therefore, they are not simply suggestions, but considerations used when managing technical debt. However, there are not tools or strategies that support all the elements. Hence, it is necessary to study how
Figure 5.3: Temporal evolution of the number of papers with respect to the average relevance and the average rigor scores.
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Figure 5.4: Mapping of the elements to stakeholders’ points of view to assess industrial rigor and relevance. Only papers that scored rigor equal to or more than 2, and relevance equal to 3 or more were considered. Mapping of elements to support decision making in managing technical debt versus the engineering, engineering management, and business organizational management points of view. Each selected paper can include several elements and can be mapped onto more than one point of view. In each cell, the number in the center is the number of papers that identify an element from a specific stakeholder’s point of view. The upper left percentage is the percentage of papers that identify the element (column) as specific to a point of view of (row), and the lower right percentage is the percentage of papers with the specific point of view (row) that identify the element (column). The first column shows the summary of the papers per stakeholder point of view, while in the bottom of the figure, there are summaries of papers per element and per type of element.
to integrate tools and strategies to work together.

To determine the relevance for the industry of the studies with regard to technical debt management each paper was analyzed using the method described in Section 5.2. The results showed that most papers did not introduce methods or techniques in enough detail to be relevant to the industry. Nevertheless, in recent years, the relevance and rigor of the papers about technical debt management have increased. By analyzing the mapping of papers with high rigor and relevance (see Figure 5.4), it was possible to determine that more methods, or more detailed reports of the current tools and strategies, are necessary to support software companies for using them to manage technical debt. Some elements required more support in the tools and strategies used for technical debt management: \( E_4 \) interest probability, \( E_7 \) expert opinion, \( E_9 \) time-to-market, \( E_{10} \) When to implement decisions, \( E_{11} \) Technical debt evolution, and \( E_{12} \) Technical debt visualization. This finding was particularly apparent in \( E_{12} \) Technical debt visualization, which is consistent with the results in Alves et al. [6]. Finally, as can be seen in Figure 5.4, business organizational management is less supported than the engineering and engineering management points of view.

### 5.7 Conclusion

The available techniques for technical debt management identified in the current literature have been analyzed.

This analysis shows that further studies are necessary to fully support technical debt management and also essential elements not currently covered, such as \( E_9 \) time-to-market. Other elements as \( E_4 \) interest probability, \( E_7 \) expert opinion, \( E_{10} \) When to implement decisions, \( E_{11} \) Technical debt evolution, and \( E_{12} \) Technical debt visualization also require more support, especially from the business organizational management point of view.

Different strategies are focused on different elements. There are not tools or strategies that support all the elements. Therefore, it is necessary to go further in the integration of tools and strategies to manage effectively technical debt.

However, there is not evidence of how the different tools and strategies can be integrated. Therefore, any effort in this direction has to consider the possibility of experimenting with different strategies and tools to analyze the benefit of using them.
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This chapter presents TEDMA Tool, a tool for technical debt management. TEDMA implementation responds to the necessity of a tool that facilitates the experimentation with different technical debt management tools and strategies. Therefore, TEDMA facilitates the integration of third-party tools and the definition of models for technical debt management. This necessity was identified as a finding of the analysis of the tools and strategies for managing technical debt performed in Chapter 5. This chapter is an excerpt from the following paper:

6. TEDMA TOOL: A TOOL FOR TECHNICAL DEBT MANAGEMENT

6.1 Introduction

Chapter 5 analyzes the support of tools and strategies for technical debt management elements identified in Chapter 4. The present chapter presents TEDMA, a tool implemented with the goal of integrating existing tools to be able to use the framework based on the technical debt management elements in real projects. To do that, TEDMA has as the main goal to facilitate the integration of different tools and strategies to use their outcomes to manage technical debt. In that way, TEDMA provides a platform for empirical experimentation of techniques for technical debt management. TEDMA capabilities are important in this thesis to be able to perform the case study described in Chapter 7.

The remainder of the chapter is organized as follows: Section 6.2 will describe TEDMA. Section 6.3 will analyze TEDMA with other existing tools for technical debt management. Section 6.4 will discuss some of the goals achieved by TEDMA. And finally, Section 6.5 will presents the conclusions of the chapter.

6.2 TEDMA Tool Description

6.2.1 Overall View

To understand the architecture of the TEDMA tool it firstly may help to describe the process to analyze a project. Figure 6.1 depicts the life cycle of a project in TEDMA. A project has to be added to the tool by providing a name, a description, and the location of the source code repository (local or remote). This creates a project-core that allows us to work with the project. After that, the next step is to load the basic project data into the tool’s database. This information is mainly source code data about changes in files over the evolution of the project. Once this basic information is obtained, the project can be analyzed by any of the available analyzers. An analyzer is an abstraction of any tool or technique used to obtain relevant data for technical debt management. When new changes are uploaded to the repository, those changes can be loaded into the tool and analyzed. At any moment a project can be removed from TEDMA for releasing the resources used in the databases.

Figure 6.2 depicts how the information is stored in TEDMA. TEDMA stores information for each revision and for each file in each revision. Finally, for each file, several metrics are stored. Examples of metrics are basic size metrics of each file as size in bytes, the number of lines, and, if the file has changed, the type and size of the change. Depending on the analyzers executed, different metrics can be stored. Each analyzer
prescribes how its output is stored. For example, the current implementation of the PMD analyzer [85], one of the tools integrated, adds a problem for each file in which PMD detects problems. Figure 6.3 shows examples of the information stored.

Additionally, TEDMA ensures that any change or action over the files is considered just one time. This is important in merging revisions where changes could be considered twice if they are not carefully checked.

### 6.2.2 Obtaining information from projects

Currently, TEDMA can gather information about the evolution of each file in a project, and this information is mainly obtained from git repositories [43], PMD [85] detected code smells, and Findbugs [40] detected problems. TEDMA can analyze and store information using PMD and Findbugs [40] to analyze each revision of the projects. Both, PMD and Findbugs analyzers are limited to analyze Java projects. In the case of Findbugs, each release has to be compiled, so it is necessary to have installed additional software to build the project, for example, Maven and Gradle. Other metrics have been directly implemented, for instance, the probability of change and expected size of change as are defined in [126]. Therefore, the current information managed by TEDMA is mainly based on Git, PMD detected code smells, and Findbugs detected problems. Data are collected for all the releases of the projects so that metrics evolution can be analyzed. Figure 6.4 shows an example of the data that is generated, in that case, using R [89] to generate the graphical representation using the data exported by TEDMA. R is a free software environment for statistical computing and graphics. R and its libraries implement a wide variety of statistical and graphical techniques. In the following sections, it is explained how R has been used for other purposes in TEDMA.
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rn : revision n
fn : file f of revision n
metrics fn : set of metrics of file f in revision n

Figure 6.2: Basic data structure

Example of problems detected by the analyzer using PMD

<table>
<thead>
<tr>
<th>DESCRIPTION</th>
<th>Potential violation of Lay of Demeter (object not created locally)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RULE</td>
<td>LawOfDemeter</td>
</tr>
<tr>
<td>ANALIZER_NAME</td>
<td>es.upm.citsem.syst.td.tdmetrics.codeAnalyzers.PMD.PMDSequentialAnalyzer</td>
</tr>
<tr>
<td>LINE</td>
<td>209</td>
</tr>
</tbody>
</table>

Example of metrics stored by TEDMA and problems detected by the analyzer that integrates PMD.

Figure 6.3: Example of metrics stored by TEDMA and problems detected by the analyzer that integrates PMD.
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Figure 6.4 shows a graphical representation of several time series. Each time series represents the number of lines changed in a file. This kind of graphic representation is useful to see how the behavior of the project changes and to identify outliers.

Figure 6.5 shows the evolution of one metric, in this case, the number of files with at least a method with a cyclomatic complexity issue as it is detected by the default PMD configuration in Apache Log4j 2 project. This type of time series provides information about how some problems are evolving in the analyzed projects. In this case, it seems that the project is getting more complex over time. This type of analysis can help to identify potential technical debt problems over the evolution of projects.

6.2.3 Processing information from projects

Currently, the TEDMA core components are already implemented. TEDMA is being used to analyze open source projects on GitHub that are widely used in the software development industry. Examples of already analyzed projects are Spring-Framework, Karaf, Log4j 2, Hbase, and Hadoop. Thanks to these analyses and that projects are really big, it was possible to test the capabilities of TEDMA. In this sense, TEDMA has proved helpful to investigate metrics and models for technical debt management. Currently, it is been used with that goal. It provides empirical data obtained from real projects used in the software development industry. This kind of tools is necessary because it allows the experimentation with research findings in development environments.
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Figure 6.5: Evolution of the number of files with cyclomatic complexity issues in Apache Log4j 2 project

and assists the collection of evidences to support further research \[102\].

The tool provides access to data at different abstraction levels that can be combined when needed. The most abstract level is the entity level (project, revision, file, change, etc.). At that level of abstraction, the programmer can manage all these concepts without thinking in the source code repository or the database. If it is needed, the TEDMA API supports the direct usage of the Neo4j \[76\] API to manage the graph database and the JGit \[58\] API to manage the Git repository.

6.2.4 How TEDMA is built

In this section, we describe the main modules of TDManger and the role that they have in the tool. Figure 6.6 shows the main modules of TEDMA.

6.2.4.1 Data Layer

TEDMA uses several means to obtain and store projects data. The main data source is the source code repository. Currently, TEDMA only supports Git repositories. For each project, TEDMA clones the source code repository to be used in the whole life cycle of the project technical debt management.

After the source code repository, the most relevant data are stored is the graph database. For each project, TEDMA creates and maintains a graph database that represents the whole project evolution, including all the project files evolution. This
6.2 TEDMA Tool Description

<table>
<thead>
<tr>
<th>Service Layer</th>
<th>Data Loader</th>
<th>Data Analyzer</th>
<th>Reports</th>
<th>Visualization</th>
<th>Statistics</th>
<th>TDM Models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Code Repository</td>
<td>Java Analyzers</td>
<td>R Analyzers</td>
<td>External Analyzers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graph Database</td>
<td>Massive Data Storage</td>
<td>Third Party Data Storage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1. Currently only Git repositories are supported.
2. Partially implemented
3. Not yet implemented

![Figure 6.6: Modules of TDManger](image)

The graph allows accessing the information following the evolution paths of the project. Therefore it can be traversed using releases, revisions, and files following any combination of the stored relationships of such nodes. In fact, the graph database acts as an index for the rest of the information. If any node requires a large amount of data to be stored, an additional storage is used to avoid overcharging the graph with data that it is only required in specific analysis or reports. Additionally, it is planned to provide means to use third-party data storage by including extensions for other data sources, for example, external metrics databases.

6.2.4.2 Service Layer

TEDMA provides a set of services that can be used in the technical debt management process. The first service is Data Loader. This service is, in fact, the service that incorporates a project to the tool to be analyzed. This service is part of the core of TEDMA because it has the responsibility of cloning project repositories and creating graph databases with the basic project data that are required for the remaining services.

The data analyzer service allows to implement and execute different analyzers in the projects. As it was said before, an analyzer is an abstraction of any tool or technique used to obtain relevant data for technical debt management. The analyzers can be implemented using Java and R. Currently, two analyzers are available to use PMD [85] and Findbugs [40] to analyze projects. Other metrics have been directly implemented, for instance, the probability of change and expected size of change as are defined in [126]. All these implementations were done to demonstrate the integration
Reports service, which is not currently available, will be focused on the elaboration of automatic reports to show the results of the analyses. The reports will be oriented to different stakeholders roles.

Visualization service is in charge of showing dashboards and graphical representations of the results. It is related to the reports service but focused on interactive means of visualization of the information. This service is currently under development.

Statistics service is based on the integration of R in the core of the TEDMA. This facilitates the usage of R scripts and incorporates all the power of R to perform statistical analysis over the collected metrics. Currently, this service is under development. R can be used into the TEDMA using two different approaches, renjin [91] and Rserve [93]. Renjin is an interpreter of R that runs in the Java Virtual Machine. Therefore, due to TEDMA is implemented in Java the integration is easier and the communication between TEDMA and Renjin is more efficient. Unluckily, Renjin does not support some important libraries of R because they have to be implemented in Java. Rserve is a TCP/IP server which allows other programs to use facilities of R. In that case, the communication is less efficient than with Renjin but Rserve supports more R libraries than Renjin. However, Renjin is being continuously improved by its community. Hence, in the future, it is probably that Rserve will be not used by TEDMA.

Technical debt management models service corresponds with the goal of testing and developing technical debt management models that help make decisions about technical debt. Models can be defined in Java or R languages. Currently, a model for technical debt management is implemented in R, but not completely integrated into TEDMA. To be used it is necessary to export project data from TEDMA using an ad-hoc export module, and after that, it is possible to use the model from R directly. When the integration of R into TEDMA is complete, this will be done directly into TEDMA reducing the steps required.

### 6.2.5 Integration of third-party tools

To be extended, TEDMA provides one API to manage all the information stored in the Data Layer. The API allows working with git repositories using internally JGit [58]. The graph database is implemented using Neo4j [70]. The API provided by TEDMA uses internally Neo4j and it has different levels of abstractions that allow working with files, revisions, projects, etc., including the usage of queries using CYPHER language. This provides a big flexibility when new extensions have to be created. If it is needed, the TEDMA API allows using the Neo4j and JGit APIs directly.
This API can be used to extend any of the services provided by TEDMA or implement new ones. The API can also be used to export data or sets of data in the desired format to be used by external tools, for example, for statistical analysis or data mining purposes. Currently, to provide services it is necessary to implement some Java interfaces or to inherit from the abstract classes that implement the common functionality.

The level of external tools integration will depend on the characteristics of the tools to be integrated. For example, PMD and Firebugs were integrated using APIs that they provide.

6.2.6 TEDMA Tool Roadmap

The great advantage of TEDMA is that it can be integrated with other tools to obtain metrics from many different sources. At the moment TEDMA is used to analyze projects with thousands of revisions and thousands of files in each revision. This demonstrates that the core of TEDMA is ready for the analysis of real projects to extract metrics over their evolution.

The next planned integration is with SonarQube to take advantage of the great number of metrics that this tool can obtain. Additionally, SonarQube is widely used in software development industry, so this integration will help to use TEDMA in any development environment where SonarQube is currently been used.

Summing up, in the next months it is planned to extend TEDMA to implement all the modules described in Figure 6.6. The next specific features that will be included in TEDMA are:

- Support for SVN source code repository.
- Integration with SonarQube.
- Full integration of R.
- Visualization service.
- Report service.

When all these features are implemented TEDMA will be released. At that point, TEDMA will provide much more value for software development organizations by allowing them to use already implemented technical debt management models and by allowing them to implement their own models. The goal is to have a tool that can be used to generate reports and dashboards without a deeper knowledge of how TEDMA is working internally.
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6.3 Related Work

To the knowledge of the authors, there is not another tool with the goal of integration of technical debt management tools. The available tools are focused on implementing metrics, specific techniques for technical debt management, or both of them. Techniques and tools for technical debt have been analyzed in literature reviews previously [37, 69, 39].

The goal of this tools is not to be a quality tool that implement metrics to keep the code quality. TEDMA pursues to manage technical debt by integrating other available tools that implements those metrics or technical debt strategies.

One of the most used tools to analyze code is SonarQube [107]. This tool integrates many code metrics and is widely used in software projects. It is based on the static analysis of source code. The goal of the tool presented in this paper is to analyze the evolution of code and to compare different techniques to analyze software. Therefore, one of our future work will include the integration with SonarQube to use it as another source of metrics for TEDMA.

Another tool, Titan [59], which provides mechanisms to estimate technical debt and that also provides a framework to make decisions based on that calculus, could be also integrated on TEDMA. Titan [59] is mainly focused on the analysis of modularity violations, similar to Clio [118], and a model for technical debt management. As the goal of TEDMA is to integrate both metrics and management models, the integration of a tool as Titan could be a good example of the capabilities of TEDMA.

6.4 Discussion

TEDMA is a tool to analyze software projects with a perspective of evolution. It is thought to work with projects with thousands of revisions and thousands of files per revision. To do that, it supports the integration of third-party tools for technical debt management in order to use them in the analysis of the evolution of technical debt of projects. It can be extended to include additional tools or to implement specific metrics. With these capabilities, TEDMA is a useful tool for researching using empirical data extracted from software projects. Currently, it is been used to analyze big projects in the execution of several case studies.

TEDMA provides a way to experiment with different metrics required for technical debt management. Currently, there are several approaches to measure technical debt, but it is not clear in literature which ones should be used or how to use them together [120]. TEDMA helps to analyze how these different techniques work in specific
projects. This is important for software developers because it allows them to analyze which of all the available tools that calculate metrics for technical debt management are the most useful for their projects. Additionally, TEDMA stores all the information in databases that can be exploited externally by other tools of the organizations.

The expected evolution of TEDMA will make it useful for software development industry. Using TEDMA, organizations will be able to manage the technical debt of their projects by selecting the tools and indicators that are the most important for them.

6.5 Conclusions

TEDMA provides the required support to use the technical debt management elements defined in Chapter 4 in real projects. In fact, TEDMA creates a platform to experiment with technical debt tools and strategies. TEDMA is thought to integrate third-party tools. Thanks to TEDMA, a case study, which is described in Chapter 7, could be performed in a big software project. In the future, more empirical studies will be performed using TEDMA.

This chapter complements the Chapter 5 to accomplish the Contribution 3: Identification of tools and strategies that support the elements identified in Contribution 2 and the lacks in this support. The analysis of the support of tools and strategies for the technical debt management elements indicated the necessity of integrating several different techniques. TEDMA responds to that necessity by providing a tool that is designed to integrate third-party tools. In fact, TEDMA facilitates the usage of the technical debt management elements in real projects.
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Part V

Identification of how software internal quality increases the customer value
Chapter 7

Decision-Making Support Model

The goal of this chapter is to put into practice the technical debt management element framework defined in Chapter 4. To do that a model for technical debt management that takes into account time-to-market has been defined and used in a case study.

This chapter is an excerpt from the following papers:

7. DECISION-MAKING SUPPORT MODEL

7.1 Introduction

The last main contribution of this thesis, Contribution 4, is *Definition of a model for making decisions on software evolution using the elements identified in Contribution 3 and that integrates tools and strategies identified in Contribution 3*. Previous chapters identified methods for technical debt management. The identified methods and strategies for technical debt management do not consider time-to-market; this situation can lead to wrong decisions. The present chapter takes advantage of the outputs of the previous contributions to define a model for technical debt management that considers time-to-market. This chapter uses the framework defined in Chapter 4 to define the model, the methods and strategies identified in Chapter 5 to implement different elements of technical debt management, and TEDMA tool, which is described in Chapter 6, to obtain data to apply the model in a case study using a large software project. Therefore, this chapter presents the model proposed and a case study where the model was used.

The remainder of the chapter is organized as follows: Section 7.2 will present the theoretical foundation of the study. Section 7.3 will present the model proposed in this paper for technical debt management when considering time-to-market. Section 7.4 will describe the case study design. Section 7.5 will present the exploratory case study execution. Section 7.6 will discuss the outcomes that were found out in the case study. Section 7.7 will discuss the limitations of this study. Section 7.8 will discuss previous related studies. Finally, conclusions and recommendations for future work will be presented in Section 7.9.

7.2 Background

In this section, the theoretical foundation of this chapter is presented. According to Runeson and Höst [94], in a case study, it is necessary to define the frame of reference of the study to make the context of the case study’s research clear and to help both those conducting the research and those reviewing the results of it.

7.2.1 Technical debt in the context of software evolution

As was defined in previous chapters of this thesis, the term technical debt is a metaphor that refers to the consequences of weak software development. Technical debt management consists of identifying the sources of the extra costs of software maintenance and evolution, and determining whether it is profitable to invest efforts into improving a
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A technical debt item is a weakness in software that can cause internal quality problems [63]. In this chapter, technical debt is defined in terms of principal and interest [19]. The principal of a technical debt item is the cost of fixing the weakness associated with the technical debt item. The interest of a technical debt item is the extra cost of software maintenance and evolution that is caused by a non-optimal system structure and realization. The Chapter 4 identified and described technical debt management elements, some of which are principal and interest.

Lehman and Ramil [67] already pointed out that most of the software is produced because of a continual, subsequent evolution. Continuous software engineering has extended and formalized this way of understanding software development [41, 15]. Software typically is delivered as a sequence of releases. According to [104], more than 75% of organizations deliver software updates at least once a month and 44.7% do so monthly. Therefore, software is more often developed under an evolution paradigm.

It is in the context of this continuous evolution where technical debt should be managed. To express the concept of evolution, Schmid [98] used the concepts of external and internal quality. Following Schmid [98], the external quality of a software product is the accumulation of any observable quality of the product at run time (e.g., a functionality or a level of performance); the internal quality of a software product is the accumulation of any non-observable quality of the product at run time (e.g., code quality, complexity of the code, or number of source files). Schmid [98] stated that although an evolution step can describe any form of change in the external quality of the product, internal quality changes alone are not evolution steps (e.g., refactoring). Following also Schmid [98], within this paper, the evolution of a product is understood as any form of change that leads to an observable effect at the systems level.

Although there is a large number of models for release planning in the literature, these models have not yet reached the maturity required by industrial contexts and do not yet deal with possible changes in internal quality together with the implementation of new features [96, 110, 7].

7.2.2 A model for studying the trade-off between time-to-market and product performance

For the purpose of this thesis, a product development process model that could consider time-to-market was required. In particular, it is the model described by Cohen et al. [24] for new product development, the term used in innovation management for the development of products, because a model that was specifically produced for software development could not be found. The software evolution paradigm fits very well with
the new product development paradigm: a release (or a set of releases) maps to a
new version of the product under development; in fact, more often, software release
management and new product development management are considered together, as
was recently the case in [70].

Engineering management has considered time-to-market a key issue for years now.
Cohen, Eliasberg, and Ho published a seminal modeling framework for studying the
trade-off between time-to-market and product performance in new product develop-
ment [24]. This modeling framework was later extended in [25] to include in the trade-
off the level of resource intensity employed during the development process.

Cohen et al.’s modeling framework was defined by a set of formulas for a context
depicted in Figure 7.1. This context describes a scenario in which a new product is
planned so that it could replace an existing product in such a way that the product
performance is increased by including new characteristics (see Figure 7.1). In this
context, performance means value to customers. In Figure 7.1, $T_P$ is the launching
time of the new product, and $T$ is the estimated end of life of the new product. Therefore,
$T_P$ and $T$ define a time frame in which the analysis can be performed.

The performance of the new product at its launching time, $Q(T_P)$, is described as
follows:

$$Q(T_P) = Q_1 = Q_0 + K \cdot L^a \cdot T_P,$$

where

$T_P$ = launching time of the new product

$Q_1$ = new product performance

$Q_0$ = previous product version performance
7.2 Background

\[ L = \text{size of the development team} \]
\[ \alpha = \text{resource productivity parameter (there are diminishing returns to resource input, thus } 0 < \alpha < 1 \) \]
\[ K = \text{is the constant of proportionality for the speed of performance improvement. It is proportional to the level of capital investment in the development of technology.} \]

Equation [7.1] models the performance (value to customers) of a new product that replaces an old version of the same product. The performance of the new product depends on the performance of the old version \( (Q_0) \), the effort spent \( (L^\alpha \text{ and } T_P) \), and the capacity to add value to the product by the company \( (K) \).

The total development cost of the new product, \( TC(T_P) \), is described as follows:

\[
TC(T_P) = W * L * T_P, \tag{7.2}
\]

where
- \( W = \text{labor cost} \)
- \( L = \text{size of the development team} \)
- \( T_P = \text{launching time of the new product} \)

The total net revenues of the new product, \( TR(T_P) \), is described as follows:

\[
TR(T_P) = M * m_0 * \frac{Q_0}{Q_0 + Q_c} * T_P + M * m_1 * \frac{Q_1}{Q_1 + Q_c} * (T - T_P), \tag{7.3}
\]

where
- \( M = \text{product category demand rate} \)
- \( m_0 = \text{margin of the existing product} \)
- \( m_1 = \text{margin of the new product} \)
- \( Q_0 = \text{previous product version performance} \)
- \( Q_1 = \text{new product performance} \)
- \( Q_c = \text{competitive product performance} \)
- \( T_P = \text{launching time of the new product} \)
- \( T = \text{end of the time window} \)

Thus, the firm’s cumulative profit, \( T\Pi(T_P) \), is described as follows:

\[
T\Pi(T_P) = TR(T_P) - TC(T_P), \tag{7.4}
\]

where
- \( TR(T_P) = \text{total net revenues} \)
- \( TC(T_P) = \text{total development cost} \)

The framework has the capacity to describe more complex scenarios. Nevertheless, Cohen et al.’s modeling framework, as described in this paper, is sufficient for our
7. DECISION-MAKING SUPPORT MODEL

objectives: it can be advantageously used to perform several analyses, including optimal time-to-market and product performance. Moreover, these analyses also consider market factors such as competition and margin of the product.

7.3 How to use Cohen’s et al. model in software development for managing technical debt

Cohen et al.’s [24] modeling framework is focused on product markets characterized by a short and fixed window of opportunity, a high rate of product obsolescence, and customers who understand and respond to product performance improvements. This market is similar to the software market in which (i) software products must be developed in a time frame to be competitive with regard to competitors, (ii) software products must be replaced by new versions in very short time periods, and (iii) customers usually choose the products with the best functionality for their necessities, as explained in [110]. Cohen et al.’s modeling framework can be used with a constant or variable size of the development team [25]. Here, a constant size was used, which does not imply that the variable approach cannot be used as well. The constant size can perfectly describe a real situation in a product development scenario.

The original modeling framework presented by Cohen et al. [24] allows for modeling complex scenarios in which the product development can be split into several steps (e.g., design and development steps). Nevertheless, Cohen et al. developed their framework in [24] using two steps (design and process); in our case, we follow a very similar scheme. Within this paper, the development of a new product will be modeled in two sequential stages: (1) removing technical debt and (2) developing new features to include them into the product. Once the development is finished, a new release is produced. Because refactoring is the most used approach to repay technical debt [69], in this study, removing technical debt is considered a refactoring process. For the purpose of this study, refactoring will be performed before development to include new features. The stages are defined by $T_R$, the time for removing technical debt, and by $T_P$, the time for launching the new product. Therefore, the time frame is described by $T_P$, $T_R$, and $T$, where $T$ is the expected retirement of the new release of the product. The context of this model follows the scenario described in Figure 7.2 in which the current release will be replaced by a new one.

Following the definition of technical debt provided in Section 7.2.1, removing technical debt is implemented as a refactoring process in which the internal quality of the product is improved without adding external quality. Thus, the product performance
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(value for the customers) is not increased by removing technical debt, but it is considered a capital investment in the development of technology, that is, an improvement in the production capacity by investing in the internal quality. Therefore, we consider the effort in removing technical debt as a capital investment in the development of technology for the product; therefore, it will directly impact the $K$ constant in Equation 7.1.

The model for managing technical debt that takes into account time-to-market is defined by a set of formulas derived from Equations 7.1, 7.2, 7.3, and 7.4. The only change was that the development process was split into two steps: (1) removing technical debt and (2) development for including new features. The formulas were adapted following the same approach used by Cohen et al. [24] so that the model could be used as a development process split into two stages.

Using Equation 7.1, the performance of removing technical debt, $Q(T_R)$, can be modeled as follows:

$$Q(T_R) = Q_{r0}, \quad (7.5)$$

where

$T_R =$ time at the end of the removing technical debt stage

$Q_{r0} =$ previous product version performance

---

1Similarly, other investments could be made, for example, acquiring new development tools or workstations. Our model is only focused on refactoring the code. Other types of investments are left for future research.
This equation means that because removing technical debt does not improve the external quality of the product $Q(T_R)$, it does not increase the performance of $Q_r$.

Using Equation (7.1) the performance of the new product at its launching time, $Q(T_P)$, is described as follows:

$$Q(T_R, T_P) = Q_{r_1} = Q_{r_0} + K \times L^\alpha \times (T_P - T_R),$$

(7.6)

where

- $T_P$ = launching time of the new product
- $T_R$ = time at the end of removing technical debt stage
- $Q_{r_1}$ = new product performance
- $Q_{r_0}$ = previous product version performance
- $L$ = size of the development team
- $\alpha$ = resource productivity parameter (there are diminishing returns to resource input, thus $0 < \alpha < 1$)

$K$ = the constant of proportionality for the speed of performance improvement. It is proportional to the level of capital investment in the development of technology.

Using Equation (7.2) the total development cost of the new product, $TC(T_R, T_P)$, is described as follows:

$$TC(T_R, T_P) = W \times L \times T_R + W \times L \times (T_P - T_R),$$

(7.7)

where

- $W$ = labor cost
- $L$ = size of the development team
- $T_P$ = launching time of the new product
- $T_R$ = time at the end of removing technical debt stage

Using Equation (7.3) the total net revenues, $TR(T_R, T_P)$, is described as follows:

$$TR(T_R, T_P) = M \times m_0 \times \frac{Q_0}{Q_0 + Q_c} \times T_P + M \times m_1 \times \frac{Q_1(T_R, T_P)}{Q_1(T_R, T_P) + Q_c} \times (T - T_P),$$

(7.8)

where

- $M$ = product category demand rate
- $m_0$ = margin of the existing product
- $m_1$ = margin of the new product

\footnote{It might be possible that refactoring the software would generate problems that decrease the external quality (e.g., adding bugs), in such cases $Q(T_R) \leq Q_{r_0}$. Within this study, we have not considered such situations.}
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\( Q_{ro} \) = previous product version performance  
\( Q_{r1} \) = new product performance  
\( Q_{c} \) = competitive product performance  
\( T_P \) = launching time of the new product  
\( T_R \) = time at the end of removing technical debt stage  
\( T \) = end of the time window

Using Equation 7.4, the firm’s cumulative profit, \( T\Pi(T_R, T_P) \), is described as follows:

\[
T\Pi(T_R, T_P) = TR(T_R, T_P) - TC(T_R, T_P),
\]

(7.9)

where

\( TR(T_R, T_P) \) = total net revenues  
\( TC(T_R, T_P) \) = total development cost

The primary decision consists of choosing the values for \( T_R \) and \( T_P \) to obtain the maximum profit. Other decisions about team size or time window can be made. The model allows for making trade-offs between time-to-market and performance (value for the customers), taking into account other market information such as competitive performance and margin of the new product. Therefore, this model can be used to support technical debt management, including technical and business points of view.

7.4 Case study design and planning

In this section, we present the case study in which the previously defined model was used. We followed the guide of Runeson and Höst [94] to conduct this exploratory case study. The next subsections are organized following their guide.

7.4.1 Objectives

The goal of this study was to explore technical debt management in large software projects while considering time-to-market to discover the constraints and limits that should be considered. Because there are not enough industrial relevant studies that use all the required elements for technical debt management [39], we performed an exploratory case study to seek new insights and generate ideas and hypotheses for new research. Specifically, we are interested in technical debt management in projects with low data availability and in the study of the limitations that can arise in such kind of situations and how these limitations can be addressed.

Examples of project contexts in which we were interested are open source projects that provide access to the source code but do not provide extra documentation about
the software architecture, design decisions, and so forth. This information is difficult to be obtained, especially if the original team left the project. Other examples are legacy projects without documentation and without access to the original development team.

It is not the goal of this study to discuss which methods perform better than others in measuring or estimating technical debt. As explained in Section 7.5 different methods for technical debt estimation that were previously used in other studies were used in the current case study to use the model defined in this paper.

7.4.2 Rationale

Fernández-Sánchez et al. [39] studied the elements required to manage technical debt. One result of this study is that time-to-market is not used widely in technical debt management [39], even though it is one of the most widely mentioned causes of technical debt [114]. The case study described in this paper was performed to explore how to integrate time-to-market in technical debt management. Therefore, we studied how to use the currently defined modeling framework for product management (described in Section 7.2.2), and took into account time-to-market, in software development. Specifically, we used such a modeling framework in technical debt management. Additionally, we followed the framework described in [39] as a guide for technical debt management.

7.4.3 Case and subject selection

Because of the wide use of the Java language for constructing systems\footnote{http://spectrum.ieee.org/computing/software/the-2016-top-programming-languages checked March 18, 2017} and because the experience of the authors was broader in Java programming than in other languages, the project used to produce this exploratory study was a Java project. This was done so that in case code inspection was needed, it could be better performed. Java was also selected because the authors were, at the time of producing the study, more familiar with the tools to analyze Java projects. Working with known tools reduces the risk attached to working with unfamiliar technologies, such as a misunderstanding of the tools’ outputs.

An open source project was selected so that access to the project source code repository could be granted. The authors agreed that the selected project should be large enough to incorporate complex scenarios. Following these considerations, the project selected was the Apache Log4j 2\footnote{https://logging.apache.org/log4j/2.0/ checked March 15, 2017}. This project has more than 1,000 files and more than two years of development after its first release.
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Apache Log4j 2 is a well-known project by the Java community, and it has been used previously in several research studies, for instance in [88, 77]. When conducting this case study, Apache Log4j 2’s development team was working on release 2.7. The project had evolved over nearly two and a half years, and it contained almost 1,500 Java files. In this way, as part of this exploratory study, the analysis of the project was performed by the researchers, who did not have knowledge about how the project had been developed. The only available data sources were the source code repository[1] and the ticket repository used by Apache Log4j 2.

How the authors of this paper face the exploratory study is similar to the scenario in which development teams have to start a project, not having much information about the existing code except for the code itself. Probably, the Apache Log4j 2 team will have such information internally, and it could even be shared publicly, but for the sake of the study, we decided to only use the information provided by the Apache Log4j 2 track tool, JIRA2.

7.4.4 Theoretical frame of reference

The theoretical framework of this study was formed by the available studies about technical debt that were analyzed in [39], [6], [9], [69], and [114]. In the literature, several techniques had been used to implement specific parts of technical debt management. In this study, some of these techniques were adapted to be used in the analyzed project. In the context of product development and time-to-market, Cohen et al.’s studies [24, 25] were used as the reference of how time-to-market is considered in management science. More detail about the theoretical background of the study is provided in Section 7.2.

7.4.5 Methods, data collection, and selection of data

To analyze the data of the Apache Log4j 2 project, we used releases as points of stable states of the project. For this, the information was extracted from the JIRA track tool. We obtained the data revision by revision and accumulated them into releases. To do this, we developed a tool for mining source code repositories. This tool for extracting the information can track all the renames of the files over the entire history of the project, so no data were missed by changes in the name or by moving a file to a different directory. Once the project is mined, it is possible to follow the history of each file. Because we were focused on the project’s evolution, we did not include data about the first release of the project (release 2.0).

We extracted data from six consecutive major releases: 2.1, 2.2, 2.3, 2.4, 2.5, and 2.6. To avoid a distortion of the data with the different granularity of the releases, that is, releases focused on fixing bugs and adding small improvements and releases adding new functionalities, bug fix releases were considered a part of their major release. This does not avoid that different major releases have different sizes (one release can imply more functionality and effort than others), but at least we avoided comparing known small releases with known large releases. Therefore, we analyzed the evolution of the project from release 2.0.2 (we considered it a part of the release 2.0) until release 2.6.2 (considered a part of the release 2.6). Figure 7.3 shows the releases used in the analysis. At this point, it is necessary to highlight that several releases can be developed in a parallel way. For example, in Figure 7.4 and the example with two branches, releases $r_1$ and $r_2$ have developments in a parallel way, specifically, revisions rev$_3$ and rev$_4$ are developed in a parallel way. This was solved as it is shown in Figure 7.4. The main consideration was that the method that accumulates revisions on releases was guided by the branches and merges involved in the history of the releases, not by the age of the revisions. This guarantees that the changes included in a revision were only in one release and that they were accumulated in the correct release.

### 7.4.6 Case study protocol

Data extraction was performed in an automatic way; therefore, the procedures for data extraction were documented within the source code of the tool developed for mining source code repositories. Furthermore, the tool used for data extraction is an excellent way for replication of the data extraction. The data extracted were stored in a database in which standard query languages can be used to extract or consult data. All the data analyses were performed using R. Consequently, all the process in the analysis were written in R functions that allowed the replication of the analysis. This facilitated the
Figure 7.4: Examples of how revisions are considered to be in a release
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revision of the analysis by all the researchers involved.

7.4.7 Ethical considerations

We are not describing the quality of the project analyzed or the quality of the development team. We are just analyzing the impact of some anti-patterns (common to most software projects) in the technical debt of the project. Furthermore, these patterns could be known by the development team, and they could be not removed by informed design decisions. We decided to use only source code repository and ticket repository as data inputs. This does not mean that the analyzed project does not have more documentation sources.

7.5 Case study execution

We used a framework that identifies the elements required for technical debt management [39] (see Figure 7.5). This framework identifies the minimum data required for basic technical debt decision making. We did not integrate the technical debt management process into the software development process. Because we were external to the project team, our approach was more similar to “computer forensics” of the project. To integrate this analysis with a software development process, the activities for technical debt management identified by Li et al. [69] might be used as a guide. Based on the framework for technical debt management (see Figure 7.5), the following subsections report some of the studied technical debt elements. This includes the definition of a number of indicators for some of the elements (Sections 7.5.1, 7.5.2 and 7.5.3), the analysis of the technical debt impact element in the function of, though not exclusively, the time-to-market element (Section 7.5.4), and finally the analysis of the results through a scenario analysis (Section 7.5.5).

Over the execution of the case study, because we decided to use only the source code repository and the track tool, there were several adaptations of the model described in Section 7.3. All the adaptations were motivated to adapt the model to a context with few information sources. The adaptations are described in the following subsections.

In the next subsections, the required information for technical debt management and how it was obtained are explained.

7.5.1 Technical debt items indicators

Technical debt item identification (see Figure 7.5 element E1), was the first element tackled. This required, first, to analyze this element in the context of the study and,
second, to define a number indicators necessary to estimate the technical debt of the Apache Log4j 2 project. A technical debt item is a weakness in software that can cause internal quality problems. In the present study, we used the term technical debt item to refer to a file with technical debt indicators. There are several approaches to identify technical debt items. It is not the goal of this paper to discuss which methods perform better than others. Furthermore, as studied in, it seems that different methods could point to different technical debt items. So these different methods are, in some way, complementary. In any case, it was not the goal of the study to compare different technical debt identification techniques. Thus, we chose one indicator frequently used in other studies because there is no clear evidence of what technical debt indicators, among all the ones studied, should be used in technical debt management. In the literature, several code smells and anti-patterns that cause maintainability issues have been used as indicators of technical debt. Therefore, we decided to use the code smells that the tool PMD detects as potential problems in maintenance. This includes some code smells as the God Class that has been widely used in technical debt management. Nevertheless, the use of some code smells in some projects does not guarantee that those code smells will be valid indicators in other projects. This situation made it necessary to select which code smells were the most accurate for identifying technical debt items in the Log4j 2 project. A way to analyze if technical debt indicators are identifying items with technical debt is comparing the cost of changing files with the technical debt potential indicators and the cost of changing files without such indicators. Based on this,
we considered that an indicator of technical debt was valid if files with such an indicator required more effort in the evolution of the software than files without the technical debt indicator. Thus, it became necessary to define a condition that the set of valid indicators should fulfill, as follows:

**Condition 1** Files with technical debt indicators have higher values in effort indicators than files without technical debt indicators.

This condition requires an effort metric that can be estimated when the condition is applied to verify if a technical debt indicator is valid. If we have access to the Git repository and if the website does not provide any effort estimation, we had to find a workaround, similar to what happens in industrial projects whenever effort data are not carefully collected, not an uncommon situation, and effort data are not associated at file level [59]. To identify which technical debt indicators fulfill Condition 1, we followed a similar strategy to the one followed by Kazman et al. in [59] and introduced two typical effort metrics used in the literature for technical debt management: changed lines and change probability [126]. We defined these two indicators as follows:

**Definition 1** \( \text{ChP}_f \) is the change probability of file \( f \). It is the probability that file \( f \) will change in the next release. It is calculated by dividing the number of releases in which the file has changed by the total number of releases analyzed in which the file \( f \) exists. As a probability, it will take values between 0 and 1.

**Definition 2** \( \text{ESCh}_f \) is the expected size of change for file \( f \). It is the expected number of lines that will change in the next release. It is calculated as the average number of lines changed (added, removed, or modified) in file \( f \) over the releases analyzed.

Combining the previous two metrics, we can define the expected change effort as follows:

**Definition 3** \( \text{EChE}_f \) is the expected change effort of file \( f \), and it is the result of multiplying the \( \text{ESCh}_f \) and \( \text{ChP}_f \). It represents the expected effort in lines that will be changed in file \( f \) over the next release considering both the size and probability of the change.

We used \( \text{EChE}_f \) because it includes the other two indicators.

At this point, we used these metrics to determine if the Apache Log4j 2 technical debt indicators satisfy Condition 1. Table 7.1 shows the values of \( \text{ChP} \), \( \text{ESCh} \), and \( \text{EChE} \) measured in the files of the Apache Log4j 2 project and accumulated by technical
Table 7.1: Expected size of change, change probability, and expected change effort accumulated by technical debt indicators (indicator definitions in [85]). \( ESCh \): expected size of change in lines of code; \( ChP \): change probability; \( EChE \): expected change effort in lines of code; \( L \): average lines of code per file.

<table>
<thead>
<tr>
<th>TD indicator</th>
<th>( ESCh )</th>
<th>( ChP )</th>
<th>( EChE )</th>
<th>( L )</th>
<th>Files</th>
</tr>
</thead>
<tbody>
<tr>
<td>with Excessive Public Count</td>
<td>575.86</td>
<td>0.75</td>
<td>471.53</td>
<td>919.72</td>
<td>12</td>
</tr>
<tr>
<td>with Excessive Parameter List</td>
<td>385.10</td>
<td>0.84</td>
<td>378.25</td>
<td>451.97</td>
<td>53</td>
</tr>
<tr>
<td>with God Class</td>
<td>294.94</td>
<td>0.77</td>
<td>264.88</td>
<td>553.56</td>
<td>51</td>
</tr>
<tr>
<td>with N Path Complexity</td>
<td>259.85</td>
<td>0.66</td>
<td>248.21</td>
<td>382.59</td>
<td>62</td>
</tr>
<tr>
<td>with Excessive Method Length</td>
<td>197.55</td>
<td>0.68</td>
<td>184.88</td>
<td>577.22</td>
<td>18</td>
</tr>
<tr>
<td>with Too Many Methods</td>
<td>203.39</td>
<td>0.69</td>
<td>179.29</td>
<td>343.60</td>
<td>137</td>
</tr>
<tr>
<td>with ANY TD Indicator</td>
<td>145.60</td>
<td>0.65</td>
<td>128.31</td>
<td>300.26</td>
<td>253</td>
</tr>
<tr>
<td>with Cyclomatic Complexity</td>
<td>115.15</td>
<td>0.57</td>
<td>104.13</td>
<td>320.48</td>
<td>99</td>
</tr>
<tr>
<td>ALL FILES</td>
<td>46.14</td>
<td>0.45</td>
<td>38.25</td>
<td>119.70</td>
<td>1456</td>
</tr>
<tr>
<td>without TD Indicators</td>
<td>31.73</td>
<td>0.43</td>
<td>26.40</td>
<td>87.97</td>
<td>1255</td>
</tr>
<tr>
<td>with Too Many Fields</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
</tbody>
</table>

debt indicators. Because the values were accumulated, they were calculated as average values. For example, the \( ChP \) of files with a God Class anti-pattern was calculated as the average of the change probability of all the files with God Class. No file with the Too Many Fields anti-pattern was found. Table 7.1 also includes rows for the values of all the files in the Apache \logj4\( ^2 \) project, files with any TD indicator, and files without technical debt indicators. The table is ordered by \( EChE \). As can be seen, files with technical debt indicators had a bigger \( EChE \) (\( \approx 104.13 \) lines of code) than files without technical debt indicators (26.40 lines of code). Thus, it could be concluded that the indicators satisfied Condition 1 and that these technical debt indicators seemed valid to be used in the context of the \logj4\( ^2 \) project.

In Table 7.1, \( ESCh \), \( ChP \), and \( EChE \) are based on the number of changes in the files and the size of changes in the files. There is a controversy about if metrics should be normalized by the size of the files [126, 124]. As highlighted in [126], to normalize by the number of lines would make sense if there was a linear dependency between the metrics used and the size of the files. Table 7.2 shows the Pearson coefficient for the variables used in Table 7.1 and the size of the files. Once the coefficient is known, it would be possible to interpret a linear relationship. To analyze this possible relationship, we used linear regression. We created models using the variable file lines.
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Table 7.2: Pearson correlation coefficient of size of files in lines with expected changed lines, Change Probability, and Expected effort.

<table>
<thead>
<tr>
<th></th>
<th>Pearson correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected changed lines</td>
<td>0.6805006</td>
</tr>
<tr>
<td>Change probability</td>
<td>0.3190039</td>
</tr>
<tr>
<td>Expected effort</td>
<td>0.6444562</td>
</tr>
</tbody>
</table>

as a predictor for the other variables. The first row of Figure 7.6 shows the scatter plots and the linear regression. The second row shows the residual of the regression. As can be seen, the residuals show patterns instead of showing random values; therefore, the regression models were invalid for prediction. This means that only the number of lines could not explain the other variables, that is, there were other variables that also influenced the size of change, probability of change, and, consequently, expected effort. Therefore, the decision of not normalizing using the size of files was made.

We observed that some combinations of technical debt indicators pointed to bigger expected change effort. For example, in Table 7.1 it can be seen that the 51 files with God Class had an average of 264.88 EChE, and the 137 files with Too Many Methods had an average of 179.29 EChE. Making the intersection, the files with both anti-patterns (29 files) had an average of 341.78 EChE. That is, the subset of files with the two indicators seemed to have larger and more frequent changes than files with only one of the indicators. This behavior happened frequently but not with all indicators and combinations. Therefore, it is necessary to study this finding to extract deeper conclusions. But it seems that it could be possible to identify patterns of indicators that would point to the most problematic files in terms of technical debt. The most extreme case was the combination of God Class, Excessive Parameter List, and Excessive Public Count. Files with this combination of anti-patterns had 4752.67 EChE, more than ten times the expected change effort of all the files with Excessive Public Count (the individual indicator with the biggest expected change effort).

7.5.2 Principal indicators

The principal was the second element to be addressed (see Figure 7.5 element E2). It is the effort required to remove technical debt from the files with technical debt items. In software engineering, the estimation of a project’s range of effort can be determined using methods such as expert judgment or analogy, and as long as historical size and effort data exist, using a calibrated estimation model is possible [106, page 7.6].
Figure 7.6: Linear regression models for file lines, changed lines, change probability, and expected effort.
If the team analyzing technical debt has deep knowledge about the project, accurate estimations about development effort can be provided. But as discussed by Schmid, cost estimation generates large uncertainty in software engineering in general and in technical debt management in particular [98]. As the knowledge on the Apache Logj4 project was not available, to perform estimations, a strategy aligned with what followed in Section 7.5.1 was applied. In this case, the assumption was that refactoring a file with technical debt implied a change in all its lines. This was a conservative assumption because it is probable that many refactorings could be done without changing the file completely.

7.5.3 Interest and interest probability indicators

Interest and interest probability were the two following elements to be considered (see Figure 7.5 elements E3 and E4). Interest is the extra effort that is used in modifying the files with technical debt. In the literature, expected change size [59] was used as interest indicator. This estimation can be obtained by analyzing the evolution of a project repository to see all the changes over the history of a project. The same approach was used for estimating the expected size of the change, represented by $ESCh$. That is, for a file with technical debt and with an expected size of change ($ESCh$), removing its technical debt should return a decrease in its expected size of change ($ESCh$). In Section 7.5.1, $ESCh$ was estimated as the expected number of lines that a file will change in the next release.

It is necessary to highlight that in technical debt, the interest is not always paid. The probability of paying the interest depends on the probability of the occurrence of future events [64]. Because we focused on evolution, this probability can be estimated as the probability of change of the technical debt items. The change proneness or change probability has also been used in the literature as a metric of the interest of technical debt items [126]. As for interest, it can be estimated from historical data. As shown in Section 7.5.1, the change probability of a file $ChP_f$ is the probability that the file $f$ will change in the next release. It was calculated by dividing the number of releases in which the file $f$ had been modified by the total number of releases analyzed in which the file $f$ existed. To combine the interest and interest probability, we used the expected change effort $EChE$, as described in Definition 3.

Therefore, following the same approach that Schmid followed in [98] to define technical debt, we defined the interest in terms of variations of interest between different alternatives.
Definition 4 The change of interest of a file with a technical debt indicator is $\Delta I_f = EChE_{f,r} - EChE_{f',r}$, $EChE_{f,r}$ is the expected change effort of file $f$ for the release $r$. $f'$ is an alternative of $f$, being $f' = \text{refactor}(f)$.

To estimate the expected change effort of the alternative $f'$, expressed by $EChE_{f',r}$, we followed the same approach used by Kazman et al. [59]. Kazman et al. estimated the expected change effort $EChE$ of a refactored file, making the assumption that after refactoring, the file will have an $EChE$ equal to the project’s average. This estimation was conservative because project expected change effort $EChE$ average already includes files with technical debt indicators that inflated the average. Though, in this study, the assumption was that when a technical debt item is removed, the expected change effort $EChE$ is reduced to double of the project average, considering only the files with changes. Therefore, our assumption is even more conservative than that of Kazman et al. in [59].

In practice, the previous paragraphs lead to the conclusion that to properly manage technical debt, it is necessary to estimate the positive impact of a refactoring in future changes.

A final remark: to use proxies of effort, such as lines changed instead of “real measures” of effort, could introduce more uncertainty in the interest estimation. But even having measures of the real effort, they could not be precise because typically, they are recorded manually by developers. Furthermore, if they are not directly assigned to the technical debt items (in our case, at the file level) they are unsuitable for technical debt management [59].

7.5.4 Technical debt impact: introducing time-to-market

Technical debt impact was another element to address (see Figure 7.5 element E5). This element allowed us to relate technical debt and time-to-market. This relation was further elaborated in the element Scenarios to make decisions in Section 7.5.5.

In technical debt management, decisions consist of determining when it is profitable to remove technical debt items considering principal, interest, and interest probability. It is possible to consider more elements, which is the case with time-to-market.

With this objective of determining when it is profitable to remove technical debt when considering, though not exclusively, time-to-market, the model presented in Section 7.3 was refined to be expressed with the indicators defined in Sections 7.5.1, 7.5.2, and 7.5.3 as terms of the equations.

To use the performance of the new product ($Q_{r_1}$), described by Equation 7.6, the
production capacity of the development team was needed. These data were not available. Therefore, the production capacity was approximated as the number of features per day of the project. Hence, Equation 7.6 can be simplified to the following:

\[
Q(T_R, T_P) = Q_{r_1} = Q_{r_0} + \bar{K} * L^\alpha * (T_P - T_R)
\] (7.10)

We estimated the team production capacity \((\bar{K} * L^\alpha)\) using the last project release. This was because the last release was the nearest in time when producing the study, and it represented the project production capacity at that moment. Revision \(r_{2.6}\) lasted approximately six months, and it added 64 new features and improvements. Using an equivalence of 30 days per month, we estimated the production capacity of the project:\n
\[
\bar{K} * L^\alpha = \frac{64}{6 * 30} = 0.356 \text{ feature/day}.
\]

To use the total development cost described by Equation 7.7, some approximations were also needed. The equation consists of two parts. The first one \((W * L * T_R)\) represents the cost of refactoring, that is, the principal of the technical debt items fixed. For this part, we used the principal estimation, as was described in Section 7.5.2. The second part \((W * L * (T_P - T_R))\) represents the cost of adding new features to the product. We did not know the labor cost nor the size of the development team. Thus, as with the principal, the cost was approximated using effort instead of monetizing it. Therefore, as long as the changed lines of code were used as a proxy for effort, the changed lines were applied as an estimation of cost \((W * L)\). Therefore, Equation 7.7 was refined to express total development cost in the study case with the following equation:

\[
TC(T_R, T_P) = \text{principal}(T_R) + W * L * (T_P - T_R)
\] (7.11)

For revision \(r_{2.6}\), with 76,118 changed lines, it was calculated as: \(W * L = \frac{76118}{6 * 30} \approx 423 \text{ lines/day}\)

Finally, we refined Equation 7.8. The variable \(M\) refers to the demand rate of the market for the type of product under development; variables \(m_0\) and \(m_1\) represent the margin of the existent and the new product, respectively, and variable \(Q_c\) is the competitive performance. To measure or estimate the value of these variables implies to perform a market study and valuation of the business goals of the product. To obtain that estimations would have taken the study far from its objectives. Therefore, to represent the benefit, we used the performance of the new product, that is, \(Q(T_R, T_P)\). Consequently, the total net revenues, described by Equation 7.8, was simplified as
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follows:

\[ TR(T_R, T_P) = Q_1(T_R, T_P) \]  \hspace{1cm} (7.12)

7.5.5 Scenarios to make decisions: rehearsing for time-to-market

This is the last element of the framework (see Figure 7.5 element E8) that was considered within this case study. In decision making, it is necessary to estimate the consequences of the decisions made about the system. By analyzing scenarios, managers can acquire information about the effects of the technical debt in the future. Developing this element helped us start to understand how technical debt management and time-to-market are related.

In this section, several scenarios are presented. As a first step, several scenarios in the context of the case study were defined; these scenarios are presented below. The scenarios were created based on the equations described in the previous sections. We defined a context based on the historical data of the project. Using this context, we defined different scenarios by changing some of the variables implied. The context to define the scenarios was set as follows:

- For principal estimations, we used the method described in Section 7.5.2.
- For estimating the interest and the interest avoided, we used the method described in Section 7.5.3.
- We used the estimations explained in Section 7.5.4, that is, \( \hat{K} * L = 0.356 \text{ feature/day} \) (team production capacity) and \( \hat{W} * L \approx 423 \text{ lines/day} \) (development cost).
- The number features or improvements that were implemented in the product at the end of \( r_{2.6} \) was 302. Therefore, we defined \( Q_0 = 302 \) (current performance of the product). This information was extracted from the JIRA track tool.

We chose the team production capacity and the development cost based on the last release analyzed because it was assumed that the context would be similar in the next release.

Using this information and equations described in Section 7.5.4, we analyzed the amount of effort to be invested in reducing technical debt that would yield a profit.

At this stage, the only missing task was to select which technical debt items would be removed. Once the items were identified, we needed to prioritize them. This was done by calculating a ratio of interest avoided (benefit) and the principal that should be
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paid (cost) if the item was removed. Depending on the time dedicated for refactoring, more or less technical debt items could be fixed and, more principal would be paid and, consequently, more interest would be avoided in the next release. Nevertheless, the more time there was for refactoring, the less time there would be for adding new features, and consequently, less value would be added for the customer.

7.5.5.1 Scenario 1

The first scenario, showed in Figure 7.7, shows a scenario where the time-to-market ($T_P$) was fixed to 180 days (a similar duration than release $r_2.6$). As can be seen, refactoring those files with a higher cost-benefit ratio has a positive impact on the final product performance ($Q_1(T_R, T_P)$), even in the subsequent release. But if the time for refactoring ($T_R$) is more than 25 days, the performance ($Q_1(T_R, T_P)$) of the subsequent release will be lower than if there was no refactoring. Therefore, if all the features planned were mandatory and we wanted to reduce more technical debt, this reduction on technical debt would have an impact on the time-to-market. In this situation, it is necessary to make a decision about if to release all the planned features, extend the time-to-market, or continue accumulating technical debt.

7.5.5.2 Scenario 2

In this scenario, shown in Figure 7.8, we fixed the time-to-market ($T_P$) to 90 days (a similar duration to release $r_{2.3}$). In this case, because of the short duration of the release, any reduction on technical debt has a direct impact on the performance of the product ($Q_1(T_R, T_P)$). Therefore, in that case, to reduce technical debt implies to deliver fewer features, and consequently, less external quality. This scenario shows how time-to-market is a relevant technical debt antecedent, supporting the findings of Tom et al. [114]. Following the present scenario, if the product needs to be released in 90 days with the maximum number of features, no technical debt would be removed, and probably more would be created. If the analysis was extended to more releases instead of only one, the refactoring could be valuable for further releases, but accepting that to achieve the time-to-market ($T_P$), fewer features should be implemented in the first release.

7.5.5.3 Scenario 3

Thanks to the use of Cohen et al.’s model, we were able to analyze what the minimum value for $T_P$ (time-to-market) to implement a fixed number of features is. Figure 7.9
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Figure 7.7: Scenario 1
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Figure 7.8: Scenario 2
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Figure 7.9: Scenario 3

shows the analysis, considering a goal of a product performance of 400 ($Q_1(T_R, T_P) = 400$) for the next release. As can be seen in Figure 7.9, the shorter time-to-market is to use 260 days for development, using 30 for refactoring ($T_R$). This allows one to choose the time-to-market based on the number of features to add, considering the benefit of removing the technical debt items that have bigger impact.

7.5.5.4 Scenario 4

This scenario, shown in Figure 7.10, is similar to Scenario 3, but in this case, the goal for product performance is 326 (i.e., to add 24 features as in release $r_{2.1}$). In this case, any time dedicated for refactoring ($T_R$) has a negative impact on the time-to-market ($T_P$).

Analyzing Scenario 2 and 4 together, it seems that short releases encourage technical debt to remain. This does not mean that it is better to have large releases. A long-term perspective is very important in technical debt management, short releases can lead to losing the long-term perspective, but if it is considered, for example, by analyzing several short releases in the roadmap of the product, this can be avoided. Furthermore,
analyzing the four scenarios presented here, it seems that to remove the technical debt items with more impact in each release could be enough to keep technical debt under control, even increasing the product performance on a similar level than without removing technical debt.

7.6 Findings

7.6.1 About the Cohen et al.’s model

Cohen et al.’s model [24, 25] has been adapted to be used in a software development context, specifically for technical debt management. The model has been used in a project where only code and a track issue repository were available. This was done deliberately because this is the most restrictive context where technical debt management can be done. To be adapted to this project, we had to make some simplifications that would not be required with more information. These simplifications helped the applicability of the model, but at the same time, this prevented the model from producing more detailed analysis of the technical debt of the software. In fact, to consider time-to-market
in more detail, in technical debt management, several data are required: effort; value of
new features; cost and benefit of refactoring that link technical debt management with
software project management area; and the time frame for new products, performance
of the product in the market, and performance of the competitive products that link
with business management.

In a previous study [39], it was found that technical debt could be useful when taking
into account different stakeholders with different points of view: business organizational
management, engineering management, and engineering. As shown in Section 7.5.4, the
model uses technical data, but also business data; this is evidence that technical debt
management helps bring together different stakeholders’ points of view.

The model is oriented toward trade-offs that have been useful for this study and
have potential for future applications in the industry. Different versions of the product
can be assimilated for new releases. It would be possible to consider different stages
if we wanted to model more complex processes. However, this simple process model
(adaptable to a specific team, product and, project constraint) allowed to reason about
technical debt management and time-to-market. Therefore, technical debt management
has been comfortably introduced as a process in software development.

The concept of product performance can be defined in terms of requirements prior-
itization and valuation, one of the drivers for release management [7].

7.6.2 Assumptions and approximations

The execution of the case study showed that it is necessary to perform many estimations
for technical debt management. Those estimations are sources of uncertainty. The lack
of data sources may make this situation worse. As discussed in Section 7.4.3, this is
often the case when a team must start a project for which the team does not know
either the code or the tools used to produce the code. As shown in the present study,
many times, direct estimations are not available, and it is necessary to use proxies (see
Section 7.5.4). This exacerbates the uncertainty of estimations and increases the risk of
making decisions based on bad assumptions. Some of the required estimations are the
positive impact of a refactoring in future changes, the cost of adding new features and
refactoring, the value for the customers of the features, and the team capacity. The
goal of the present study was not to analyze estimation methods. We used methods
that were previously used by other authors in technical debt management studies. The
model is independent of the estimation methods used so that other techniques, even
future techniques, could be used. Also, to establish a means with which to validate
the estimations performed in the context of specific projects would help the process of
technical debt management. This implies future studies focused on obtaining empirical evidences, validations of metrics, and estimation methods. We used conservative approaches in the estimation of principal and interest (see Section 7.5.2 and 7.5.3) to reduce the risk of identification of unnecessary refactorings, that is, false positives. We preferred to let a technical debt item in the product to recommend unnecessary changes. Refactoring incorporates its own risks in the possibility of adding bugs. Additionally, the effort spent in refactoring is subtracted from the available effort to add new functionality. Nevertheless, many times, more detailed data are subjective information. For example, effort is many times collected manually by developers. This means that these data could be imprecise. In this study, we have made some estimations that could also be imprecise, but they are based on objective data obtained from the source code.

When the team and managers have more experience, more accurate estimations can be performed. All these approximations have been based on ones found in the literature when the authors faced similar situations. Another assumption is that no business model is used. Whereas this may seem strange when a new product is developed, the finding reported by Hacklin and Wallnöfer [47] should be considered: the application of business models can be useful, but participants should be trained in advance. Otherwise, estimations may lead to wrong conclusions. Therefore, the application of the model to reason about technical debt management and time-to-market can be used as a first approximation. More accurate approximations could be obtained when more experience is gained from working with the product.

In the present case study, the model was adapted to be used in a context of few sources of information; if more information was available, the model could be used as defined in Section 7.3.

7.6.3 The nature of technical debt management

This work contributes by providing more input on the nature of technical debt management. The investment in infrastructure is represented by the parameter $K$ in Equation 7.6 where $K$ was the constant of proportionality for the speed of performance improvement. As mentioned, when this equation was described, $K$ is proportional to the level of capital investment in the development technology. It was interpreted that the effort spent in fixing technical debt was invested in improving infrastructure, which makes sense because if legacy code is improved, productivity will also improve. From a business perspective, software refactoring can be seen as any other capital investment in the development technology of the software product process, for example, investments in tools or workstations that increase the team’s development capacity.
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7.6.4 The view of legacy code as product and as infrastructure

A final issue to highlight is that the source code not only be part of the current product software, but also a part of the infrastructure for the next releases. Actually, the investment in a current product to reduce technical debt can be assimilated to invest in the infrastructure to make the next version of this product. This interpretation of legacy code both as infrastructure and as a product version can be controversial but is valid from an economic perspective. This should be further investigated.

7.6.5 The role of technical debt management approaching internal and external quality

Technical debt management worked as a link between internal quality and external quality. Whereas internal and external quality were defined previously, no link between them was provided. Therefore, it was difficult to estimate how an improvement in internal quality could impact external quality, and as a result, it was difficult to justify how much should be invested to improve internal quality. This work provides a baseline with which to change this issue.

7.6.6 Costs and investments in software development

Although traditionally software development has been bound to an estimation of the cost associated with product development, this work provides a baseline for different costs, depending on how much technical debt is removed. Therefore, there could be different costs depending on this issue. If costs and investments (and the expected return on investment) are discussed together, it may help to better justify the job to be taken on and how much of an investment may make sense in reducing technical debt.

7.6.7 Extending the model

Cohen et al.’s model has been applied in two stages: technical debt management and development. However, Cohen et al.’s model could be applied in more stages. For the sake of the case study, it was not required, but when applying this model to the industry, it may help to have additional stages, such as testing.

7.6.8 The need for the concept of technical debt points

It was required to define and follow some conventions to interpret technical debt in the context of the releases. When the presented model is applied in industry, these
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conventions should be standardized within a company, and beyond. This is similar to what happened to function points: there may exist several conventions, for instance for function points we have several such as [53] and [52], but it is important to know which one is being used. Therefore, we realized that it is necessary to measure the “technical debt points” and identify the adopted convention.

7.6.9 Size of releases

It seems that short release planning could hinder the removal of technical debt. This does not mean that it is better to have large releases. A long-term perspective is very important in technical debt management, but short releases can lead to losing the long-term perspective; but if it is considered, for example, by analyzing several short releases in the roadmap of the product, this can be avoided. As shown in Section 7.5.5, few items are responsible for the most changes in the analyzed project. This indicates that focusing the effort in small refactorings could keep technical debt under control. This can provide insight into how to integrate technical debt management into software development processes.

7.6.10 Combination of anti-patterns

In Section 7.5.1 it is shown that combinations of some anti-patterns pointed to items with more technical debt than the individual anti-patterns. This is an interesting finding for technical debt identification. Nevertheless, there is no clear indication of what technical debt indicator to use; therefore, research should be performed on this topic. It is necessary to identify a set of technical debt indicators (not limited to anti-patterns) that allows for analysis of all possible causes of technical debt.

7.7 Limitations

Case studies allow us to evaluate a phenomenon, a model, or a process in a real setting. This is important in software engineering, in which a multitude of external factors may affect the validation results and where other techniques, such as formal experiments, are not considered to be conducted under controlled settings, even though formal experiments permit replication and generalization. In this sense, the major limitation concerns external validity because only one software product was considered. However, the objective was not to study the software product, but rather to explore a new way to model the relation between technical debt management and time-to-market under
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economic constraints to support decision making about how much technical debt must be removed and its economic consequences.

As part of the exploration, we reduced the problem to the analysis of technical debt in Java files in a well-known open source project. If other types of files were causing problems in that project, they were not considered. As a result, the outcomes of this study cannot be used to make decisions on the used project, but they can be used as a first input. Again, the objective of the exploratory study was not to study a software product, but rather to explore a new model. A complete analysis of all the files together with the knowledge of the developers would be necessary to make formed decisions. Furthermore, the tools used for identifying problems can produce false negatives or false positives. Therefore, the results can be affected by the effectiveness of the tools used.

In addition, it was found that files with technical debt indicators have a bigger than expected size of change than files without them. But this could be produced by any other file characteristic, for instance, files that implement a functionality that changes periodically. These risks could be reduced by contrasting the identified problems with the development team.

Additionally, as discussed in Section 7.6.2, to develop the model and put it in practice, several estimation and simplifications were done, specifically cost estimations, following approximations already used in the literature. This simplification might lead to the wrong results when using the model. Though, it should be noted that in software engineering, cost estimations are typically imprecise [63]; therefore, because of the high degree of uncertainty that exists in software cost estimations, it seems reasonable to use simplifications in the model, even if they might reduce the accuracy of the provided results.

Because we did not have market information, we had to simplify the modeling framework used. This often is the case when a team starts to work with legacy code without further background, something occurring frequently in software engineering projects. So we could not establish a fixed time frame, including the exploitation phase of the product. For more complete analyses, this information would be required.

Finally, some of the elements for technical debt management were not used in this study. We did not analyze “When to implement decisions”, “Technical debt evolution”, “Technical debt visualization, and “Expert opinion”. These elements are more focused on actively managing technical debt over the project’s development. As our goal was to analyze the integration of the time-to-market modeling framework in a real large project, we analyzed just a snapshot of the project as the first step.
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7.8 Related Work

There are several studies about decision making in technical debt management. For example, Brown et al. [18] provided an approach to make decisions about when to improve the software architecture in the context of iterative release planning. They described a trade-off involving architectural investment versus the delivery of end-user valued capabilities. However, they do not consider time-to-market in the trade-off. Another method is provided by Kazman et al. [59] to locate architectural sources of technical debt, quantify them, and quantify the ROI of removing these debts. Nevertheless, they do not consider time-to-market as a restriction to calculate the impact of removing technical debt.

As we showed in [39], only some studies have considered time-to-market in technical debt management. Guo et al. used time-to-market as a constraint, but they did not use it actively in their model to make decisions [46]. That is, it was considered as a fixed constraint while we used it as a parameter that can be changed to achieve the different goals of the project. In other studies, for example, Nord et al. [78] and Ramasubbu and Kemerer [90], time is used to model a time frame in which it is possible to analyze the cost and benefit of technical debt. The time frame can be established based on the retirement time of the software. We used the same approach but also used time-to-market in making decisions about how much debt is beneficial to pay off.

We used Schmid’s technical debt model [97][98] as a starting point; by using its definition of internal quality, external quality, evolution, and refactoring. Nevertheless, Schmid’s model does not consider time-to-market.

7.9 Conclusions and future work

This chapter presents a model for technical debt management that considers time-to-market. The methodology used, with the goal of finding constraints and limits that should be considered when using the model, was an exploratory case study. The model uses a technical debt management framework as a guide, which was useful in adapting the time-to-market modeling framework, which came from a different domain, to technical debt management.

This model is a step forward in making decisions in software engineering, especially in the case of trade-offs of internal and external quality of software when considering an economic point of view. It was possible to deploy the model for the technical debt management in a large project. The case study’s execution demonstrates that it is possible to use the selected time-to-market modeling framework for technical debt management.
and that it is necessary a holistic perspective in technical debt management that includes the business perspective, that is, economic constraints and business goals. This holistic perspective was clear when we had to make simplifications in the model because we did not have the business strategy information. So we could not establish a fixed time frame for the analysis, including the exploitation phase of the product. For more complete analyses, this information would be required. The model can be used in any other projects to manage technical debt. For those projects in which a team has to work with legacy code without further background and little or none productivity and market information, this paper provides the approximations for applying the model in a systematic fashion. This lack of information occurs frequently in software engineering projects.

The findings of this study (see Section 7.6) open new research opportunities that can be extended in the future. Further research is necessary in several topics: to analyze the relationships between internal and external quality of software; to study the effect of combinations of technical debt indicators in the same files; to study the paradox of source code not only being part of the current product software, but also being part of the infrastructure for the next releases; to define the methods for measuring the “technical debt points”; and to integrate technical debt management into software development processes.

As for future work, it is planned to apply the model to more projects with the same available information, that is, with only access to the source code repository and the track tool; this will be done to obtain more knowledge on the model’s variables and parameters. With the same model and more information, a more complex scenario analysis can be performed. Therefore, we also intend to study products for which we have more information about, including team size, labor cost, and market data, so that we can work with more complex scenarios. In this case, methods such as Monte Carlo could help to simulate these complex scenarios with multiple variables. We are also working to have new case studies that include the participation of development teams. This will also require tuning the model to represent the inputs from the development team.
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Conclusions and Future Work

This chapter presents and analyses the main contributions of this thesis and it also presents future research to extend results that have already been obtained. Conclusions are framed respecting to the objectives proposed at the beginning of the research and formulated as research questions.
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8.1 Research contributions

This thesis answers the RQ: Could one have a model that considers customer value together with the short and long-term impact of decisions to help support the decision-making process in software evolution? What elements would this model be made of? by providing a model oriented to the value for the customer that helps make decisions in a context of continuous evolution of software taking into account internal characteristics of software and the short and long-term impact of such decisions. This model has been created following a theoretical framework that identifies the elements that are necessary to consider in the model definition.

The specific contributions are described in the following subsections.

8.1.1 Identification of how software internal quality increases the customer value

The value for the customer that is added by internal quality of software consists of the possible future value that could be added over the evolution of software. Good levels of internal quality will imply that external quality might be added easily in future evolution. Therefore, value is affected by the probability of future changes and the time frame in which those changes can happen.

Technical debt concept, through principal, interest, and interest probability, helps reason about the value of changes in the internal quality of software considering the probability of change and the time frame. Therefore, technical debt management is a key factor to make decisions in changes in software with a value-based perspective.

Delaying decisions may have value in contexts where there is much uncertainty. Therefore, not only principal, interest, and interest probability, but also other factors, as the better moment to implement the decisions, have to be considered when managing technical debt.

8.1.2 Identification and definition of the elements that are required to create models that help make decisions in software evolution

The elements that are required to effectively manage technical debt have been identified and defined. These elements define a framework and this framework could be used to produce specific decision-making models and methods or to assess existing ones.

In addition to the framework, an important finding of this chapter is that any decision about software evolution implies a trade-off between software release characteristics and technical debt removal (increasing internal quality). Additionally, the
technical debt impact might be effective in allowing communication between the different stakeholders in a project to reason about this trade-off.

Another important conclusion is that technical debt is context dependent. This means that the context, which is difficult to define, must be part of the estimation model, includes issues such as the history of the product development, prospects, or time to market.

8.1.3 Identification of tools and strategies that support the elements identified in Contribution 2 and the lacks in this support

The available techniques for technical debt management identified in the current literature have been analyzed. This analysis shows that further studies are necessary to fully support technical debt management and also essential elements not currently covered, such as time-to-market. Other elements as $E_4$ interest probability, $E_7$ expert opinion, $E_{10}$ When to implement decisions, $E_{11}$ Technical debt evolution, and $E_{12}$ Technical debt visualization also require more support, especially from the business organizational management point of view.

Different strategies are focused on different elements. There are not tools or strategies that support all the elements. Therefore, it is necessary to go further in the integration of tools and strategies to manage effectively technical debt. In this regard, in this thesis, a tool named TEDMA has been implemented. TEDMA provides the required support to use the technical debt management elements defined in Chapter 4 in real projects. In fact, TEDMA creates a platform to experiment with technical debt tools and strategies. The analysis of the support of tools and strategies for the technical debt management elements indicated the necessity of integrating several different techniques. TEDMA responds to that necessity by providing a tool that is designed to integrate third party tools. In fact, TEDMA facilitates the usage of the technical debt management elements in real projects.

8.1.4 Definition of a model for making decisions on software evolution using the elements identified in Contribution 2 and that integrates tools and strategies identified in Contribution 3

This contribution consists of the definition of a model oriented to the value for the customer that helps make decisions in a context of continuous evolution of software considering the internal quality of software and the short and long-term impact of these decisions. The model uses the technical debt management framework defined in
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Contribution 2 as a guide, which was useful in adapting the time-to-market modeling framework, which came from a different domain, to technical debt management.

This model is a step forward in making decisions in software engineering, especially in the case of trade-offs of internal and external quality of software when considering an economic point of view. It was possible to use the model for the technical debt management in a case study using a large project. The case study’s execution demonstrates that it is possible to use the selected time-to-market modeling framework for technical debt management and that it is necessary a holistic perspective in technical debt management that includes the business perspective, that is, economic constraints and business goals. This holistic perspective was clear when we had to make simplifications in the model because we did not have the business strategy information.

8.2 Future Work

Technical debt helps reason about the value of changes in the internal quality of software. This thesis provides a theoretical framework that helps to manage technical debt. Following this framework, this thesis presents model for technical debt management considering one of the elements that did not have enough support by the available techniques and tools for technical debt management. But models for technical debt management should have the capacity to deal with all the elements. Therefore, new models, or an extension of the model presented in Chapter 7 have to be defined to achieve this goal.

It is planned to use the model presented in Chapter 7 in more case studies to find out more empirical evidences about the advantages and the limits of using the model for technical debt management. For example, it is planned to apply the model presented in this thesis to more projects with the same available information, that is, with only access to the source code repository and the track tool; this will be done to obtain more knowledge on the model’s variables and parameters. With the same model and more information, a more complex scenario analysis can be performed. Therefore, we also intend to study products for which we have more information about, including team size, labor cost, and market data, so that we can work with more complex scenarios. In this case, methods such as Monte Carlo could help to simulate these complex scenarios with multiple variables. We are also working to have new case studies that include the participation of development teams. This will also require tuning the model to represent the inputs from the development team.

To do that, TEDMA, the tool presented in Chapter 6 will be extended to incorporate
new strategies and tools for technical debt management. Currently, TEDMA is useful for experimenting in technical debt management using empirical data. The expected evolution of TEDMA will make it useful for software development industry. Using TEDMA, organizations will be able to manage the technical debt of their projects by selecting the tools and indicators that are the most important for them.

The findings of using the model presented in Chapter 7 in this thesis open new research opportunities that can be extended in the future. Further research is necessary in several topics: to extend the analysis of the relationships between internal and external quality of software; to study the effect of combinations of technical debt indicators in the same files; to study the paradox of source code not only being part of the current product software, but also being part of the infrastructure for the next releases; to define the methods for measuring the “technical debt points”; and to integrate technical debt management into software development processes.

From software industry perspective it is possible to extend this work to three interesting domains:

- Software startups. This is an interesting domain where this thesis can be extended. In the software startup context, it may be vital to be the first to market in order to obtain customers. Since software startups also lack resources, quality assurance is often largely absent [2]. However, long-term problems will only be relevant if the product obtains customers in the short term [33]. This short-term vision may produce software code with low internal quality and that is difficult to change, compelling the company to invest all of its efforts into keeping the system running, rather than increasing its value by adding new capabilities [33]. Scaling-up the system may become an obstacle, which will prevent the company from gaining new customers. Finding a viable trade-off between time-to-market demands and evolution needs is thus vital for software startups. The approach presented in this thesis can be used to perform this trade-off. The first step in this direction was performed by collaborating in one article to define a software startup research agenda [116].

- Internet of Things. By extending the research to Internet of Things domain it will be possible to identify new challenges about how technical debt management can be integrated into a domain where concurrent hardware and software engineering is performed.

- DevOps. Devops is about aligning the incentives of everybody involved in delivering software, with a particular emphasis on developers, testers, and operations
personnel [50]. Studying how technical debt management might be integrated into this new development paradigm will allow going further in technical debt management and how it can be integrated into contexts where software is continuously delivered.
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Appendices
Appendix A

Data Extraction Form

This is the data extraction form used in the systematic literature review described in Chapter 2.

1. General information: basic information about the study analyzed.
   (a) Id
   (b) Analysis Date
   (c) Research type
   (d) Type of article
   (e) Are results described? (No, author statements, qualitative, quantitative, both)

2. Architecture: how the studies use the concept of software architecture is recorded.
   (a) Type of architecture
   (b) Architecture activity where the study is focus on
   (c) Definition of architecture if it is given

3. Product: Similar to the previous one, but in this case centered on the software product.
   (a) Type of product
   (b) Definition of product/system if it is given

4. Environment: where the study was performed.
   (a) Business area
A. DATA EXTRACTION FORM

(b) Methodology
(c) Technology
(d) Country
(e) Type of organization

5. Stakeholders: stakeholders identified by the studies.
   (a) Stakeholders identified
   (b) All stakeholders are taken into account?

6. Value: what type of value is used, when a study uses the concept of value?
   (a) Identified value
   (b) Levels and Perspectives
   (c) How value is measured or estimated?
   (d) Definition of value if it is given

7. Concerns: which concerns the study deals with, if any.
   (a) Is the study centered on some specific concerns?
   (b) What concerns are treated?
   (c) Definition of used concerns if it given
Appendix B

Quality Questions

Quality questions, based on a systematic literature review performed by Tore Dybå and Torgeir Dingsøyr [31], were used for the systematic literature review presented in Chapter 2.

1. Is this a research paper?
   (a) Is the paper based on research (or is it merely a “lessons learned” report based on expert opinion?)

2. Is there a clear statement of the aims of the research?
   (a) Is there a rationale for why the study was undertaken?
   (b) Is there a clear statement of the study’s primary outcome (i.e., time-to-market, cost, or product or process quality)?

3. Is there an adequate description of the context in which the research was carried out?
   (a) The industry in which products are used (e.g., banking, telecommunications, consumer goods, travel, etc.)
   (b) The nature of the software development organization (e.g. in-house department or independent software supplier)
   (c) The skills and experience of software staff (e.g, with a language, a method, a tool, an application domain)
   (d) The type of software products used (e.g., a design tool, a compiler)
   (e) The software processes used (e.g., a company standard process, the quality assurance procedures, the configuration management process)
B. QUALITY QUESTIONS

4. Was the research design appropriate to address the aims of the research?
   (a) Has the researcher justified the research design (e.g., have they discussed how they decided which methods to use)?
   (b) Is the research design appropriate for the research goals?

5. Was the recruitment strategy appropriate to the aims of the research?
   (a) Has the researcher explained how the participants or cases were identified and selected?
   (b) Are the cases defined and described precisely?
   (c) Were the cases representative of a defined population?
   (d) Have the researchers explained why the participants or cases they selected were the most appropriate to provide access to the type of knowledge sought by the study?
   (e) Was the sample size sufficiently large?

6. Was there a control group with which to compare treatments?
   (a) How were the controls selected?
   (b) Were they representative of a defined population?

7. Were the data collected in a way that addressed the research issue?
   (a) Were all measures clearly defined (e.g., units and counting rules)?
   (b) Is it clear how data were collected (e.g., semi-structured interviews, focus groups etc.)?
   (c) Has the researcher justified the methods that were chosen?
   (d) Has the researcher made the methods explicit (e.g., is there an indication of how interviews were conducted; did they use an interview guide)?
   (e) Whether the form of the data is clear (e.g., tape recording, video material, notes etc.)
   (f) Whether quality control methods were used to ensure completeness and accuracy of data collection

8. Were the data analysis sufficiently rigorous?
   (a) Was there an in-depth description of the analysis process?
(b) Has sufficient data been presented to support the findings?
(c) To what extent has contradictory data been taken into account?
(d) Were quality control methods used to verify the results?

9. Has the relationship between researcher and participants been considered adequately?
   
   (a) Did the researcher critically examine their own role, potential bias and influence during the formulation of the research questions, sample recruitment, data collection, analysis, and the selection of data for presentation?

10. Is there a clear statement of the findings?
    
    (a) Are the findings explicit (e.g., magnitude of effect)?
    (b) Has an adequate discussion of the evidence, both for and against the researcher’s arguments, been demonstrated?
    (c) Has the researcher discussed the credibility of the findings (e.g., triangulation, respondent validation, more than one analyst, etc.)?
    (d) Are the limitations of the study discussed explicitly?
    (e) Are the findings discussed in relation to the original research questions?
    (f) Are the conclusions justified by the results?

11. Is the study of value for research or practice?
    
    (a) Does the researcher discuss the contribution the study makes to existing knowledge or understanding (e.g., Do they consider the findings in relation to current practice or relevant research-based literature)?
    (b) Does the research identify new areas in which research is necessary?
    (c) Does the researcher discuss whether or how the findings can be transferred to other populations and consider other ways in which the research can be used?
B. QUALITY QUESTIONS
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