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Abstract—Current cloud deployment scenarios imply a need for fast testing of user oriented software in diverse, heterogeneous and often unknown hardware and network environments, making it difficult to ensure optimal or reproducible in-site testing. The current paper proposes the use of container based lightweight virtualization with a ready-to-run, just-in-time deployment strategy in order to minimize time and resources needed for streamlined multicomponent prototyping in PaaS systems. To that end, we will study a specific case of use consisting of providing end users with pre-tested custom prepackaged and preconfigured software, guaranteeing the viability of the aforementioned custom software, the syntactical integrity of the provided deployment system, the availability of needed dependencies as well as the sanity check of the already deployed and running software. From an architectural standpoint, by using standard, common use deployment packages as Chef or Puppet hosted in parallelizable workloads over ready-to-run Docker images, we can minimize the time required for full-deployment multicomponent systems testing and validation, as well as wrap the commonly provided features via a user-accessible RESTful API. The proposed infrastructure is currently available and freely accessible as part of the FIWARE EU initiative, and is open to third party collaboration and extension from a FOSS perspective.

1. Introduction

In the last few years the idea of leveraging cloud technologies for performance and functional testing has been revisited in numerous occasions, and mostly all authors concur in the economic, organizational and security-oriented advantages of a cloud-based testing platform [1], [2], [3], [4].

In the present paper we will propose our implementation for one of such functional, goal-oriented cloud-based testing platform. To begin with, we will define some of the most prominent terms used along this study, as are the Testing as a Service and Lightweight Virtualization paradigms. As remarked above, there is a current interest and constant advancements in the cloud testing field, so we will analyze the most relevant and prominent contributions to our field of study. Once a global view is attained, we will rationally detect and categorize the requirements for our own case of study, modeling a working solution. Then we will detail a functional implementation of the previously analyzed solution, including full details on the software stacks used and code links where relevant. Later, a validation of the presented work will be made available, showing the obtained data in comparison with similar implementations. Finally, an objective assessment of the goals attained will be presented, along with detected improvements and future works.

1.1. Testing as a Service

Traditional Cloud deployment models [5] can be briefly described as follow:

- Software as a Service (SaaS): Provides software packages ready to be deployed in a cloud platform.
- Platform as a Service (PaaS): Provides a prebuilt software environment, commonly an OS with libraries and optional dependencies.
- Infrastructure as a Service (IaaS): Provides bare metal or virtualized hardware on demand.

But for our case of study, a recently adopted model [6] of special interest is that of Testing as a Service (TaaS), being defined as automated software testing offered via a cloud-based service.

There are several well known advantages derived from adopting a TaaS perspective for Cloud testing [1], the most important of which we can enumerate as follows:

- Scalable testing environment: We can elastically adapt the number and power of hardware resources to the testing requirements.
- Cost reduction: By reusing testing environment hardware and resources we can minimize the number of locked infrastructure usages for a fixed time.
- Utility-based service models: Customize the testing services to those required by the tenant utilities.
- On-demand testing services: Our testing services can be fully available all the time.

As illustrated on Harikrishna [3], the usual capabilities for a TaaS system are organized as follows:

- TaaS process management: Understood as the control of the testing workflow.
- QoS requirement management: Delimiting the required parameters for a given QoS target.
- Test environment service: Dedicated to enabling and offering virtualized environments for testing.
- Testing solution service: Packages of standardized test models and methods, known as solutions.
- Testing simulation service: Offers capabilities for simulation of external environments.
- On-demand test service: Provides a continuous execution environment for tests.
- Tracking and monitor service: Responsible for accounting and monitoring of test results and behaviours.

1.2. Lightweight Virtualization

Lightweight virtualization techniques have been studied for a number of years [7], but have not seen popularity until the recent coming of the container-based VM [8] system. This approach proposes the use of the Linux kernel defined namespaces and control groups as VM-like objects, and presents several advantages related to full-stack virtualization [9], [10]:

- Performance: Comparatively similar to running native processes, classical VMs need hardware virtualization support to achieve near results.
- Resource Utilization: The sharing of the same kernel and modules, as well as optionally memory spaces, allows for a smaller container footprint as compared to a full VM.
- Functionality: The previously mentioned points allow for containers to almost completely substitute their common OS app counterparts, simplifying version updates and management.

There have been recent concerns with the security of the container-hosted processes, but at the time of writing the advances on control group security modules (GRSEC) and in-memory namespace management seems to have rendered said concerns obsolete [11].

2. Related Work

The field of cloud automated testing is nowadays mainly focused on the validation of the external main cloud platform components, as stated with initiatives like Open Cloud Lab [4]. Also to note, structure proposals like Progress Cloud Test Framework tend to integrate the corresponding testing suites in the framework itself [12]. This idea has lately been partially set aside to allow for more heterogeneous test loads, as shown in the FCHTS proposal [13].

From the virtualization standpoint, the main concern for VM deployment seems to have been with scheduling strategies [14], but not with the chosen VM technology itself [15]. An exception can be made for the Kuo proposal [16], which bases its deployment on the OpenStack framework. Touching very near our field of interest, the CUTEi testbed environment [17] proposes a container-based testbed solution, alas oriented to network simulation issues.

There have also been proposed solutions purporting intelligent test case generation and adaptation to variable applications, as is the case with [18], but without an extended implementation overview it is hard to measure the performance and success rate of said proposals.

Another promising and currently popular line of work seems to be the application of these techniques to mobile device app testing, specifically the Android platform [19] [20] [21] [16].

3. Case of Study: Definition
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To define the applicable uses of our system, we will begin by detecting and defining usage requirements. In the FIWARE environment, users are given a choice of base infrastructures for their cloud deployments, and are also allowed to customize the aforementioned deployment by installing prepackaged software. This prepackaged software is commonly subject to short cycles of development in a agile development fashion.

The need arises then to constantly test new available packages as well as new versions and bugfixes of preexisting packages for all the provided infrastructures.

The system currently under study proposes the automation of said tests in a fast, resource oriented, on-demand, always available environment. To reach these objectives, we will define a main workflow, comprising the previously shown TaaS capabilities as related to our given scenario.

3.1. Deployment Artifact Validation

We will define a deployment artifact as the set of instructions and states necessary for the installation and configuration of a given software package. The main goal for our system will therefore be to successfully instantiate a deployment artifact in a given OS environment.

There are several variables to consider that will be of interest for the monitoring of our deployment, that we will detail as follows:

- Operating System: Deployment artifacts will have to be guaranteed to work at least in current Ubuntu and RedHat/CentOS releases.
- Provisioning Software: Chef, Puppet and optionally Murano deployment artifacts will have to be supported.
- **Dependency Management**: All necessary package dependencies will have to be provisioned and installed.
- **Syntax Check**: All provided deployment artifacts will have to comply with the chosen provisioning software syntax.
- **Deployment Check**: All provided deployment artifacts will have to complete the deployment process without errors.
- **Sanity Check**: Optionally, a simple check of the correct installation and configuration of the software packages will be executed.

Following the issues presented above, we can tentatively define the main workflow for our testing process, as illustrated in Figure 1.

### 4. Case of Study: System Implementation
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In order to cover the previously defined use cases, a reference system architecture has been implemented. Figure 2 gives a simplified overview of the current system structure, which we will study in detail in the following paragraphs.

With the idea of universal application and libre usage, our software stack will be exclusively composed of **Free Open Source Software (FOSS)**, and is fully released under the **Apache License Version 2.0**.

#### 4.1. Web UI

The User interface is written on javascript via the Backbone.js 1.1.0 framework and can work standalone as a completely browser based solution. For javascript dependency management, the usage of Require.js 2.2.0 enables fully AMD-compliant asynchronous module definition and on-demand load.

This UI is based on the single-page app pattern, and is oriented to usage by technical personnel, so the interface is extremely simplified and designed for a fast, workflow-oriented user experience. Thanks to the AMD structure and framework of choice, local and network resource usage are extremely low.

Figure 3 shows the current state of the Validator UI.

#### 4.2. RESTful API

The main component of our system is a RESTful API based on RESTfulFramework 3.3.3 and hosted in a Django server version 1.8.3. All code for the API is written for the Python 2.7.11 interpreter, and is compliant with the OpenStack style guides and the pep8 standard.

The API is the only external system interface, and is testable and fully documented in the APIary service.

#### 4.3. Database

The database objects usages and management are wrapped in Django models, which will have an important role in the application workflow:
- Storage of available system images.
- Storage of remote software packages repositories and versions.
- Storage of usage history and monitoring.

#### 4.4. Authentication API

The user authentication and authorization services will be externally provided by the FIWARE Identity Manager, an extension from the OpenStack Keystone authorization framework. A custom **Django Authorization Plugin** has been adapted to warrant compliance with the authorization schema and is available at the application github repository.

#### 4.5. Deployment Service

The image deployment service is based on a Docker server level 1.23 API, and is responsible for the generation of images, instantiation of said images in flexible containers and execution, configuration and monitoring of said containers. A simple on-demand scheduler has been implemented as a rational assessment of the observed low number of concurrent users and jobs.
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4.6. Hardware Environment

<table>
<thead>
<tr>
<th>Role</th>
<th>CPUs</th>
<th>Ram</th>
<th>Network</th>
<th>OS</th>
</tr>
</thead>
<tbody>
<tr>
<td>API Server</td>
<td>2</td>
<td>2048</td>
<td>1000</td>
<td>Ubuntu 14.04</td>
</tr>
<tr>
<td>Deployment Server</td>
<td>4</td>
<td>4096</td>
<td>1000</td>
<td>Ubuntu 14.04</td>
</tr>
<tr>
<td>Web Server</td>
<td>2</td>
<td>2048</td>
<td>100</td>
<td>Windows 7 SPI</td>
</tr>
</tbody>
</table>

As seen in Table 1, the hardware requirements for our implementation are quite low. The separation of functionalities in different machines can be avoided when full integration is required, as is the case with the validation measurement infrastructure illustrated in the following section.

5. Case of Study: Metrics and Validation

<table>
<thead>
<tr>
<th>OS</th>
<th>Version</th>
<th>Provisioner</th>
<th>Generation (s)</th>
<th>Deployment (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ubuntu</td>
<td>12.04</td>
<td>Chef</td>
<td>1582</td>
<td>2</td>
</tr>
<tr>
<td>Ubuntu</td>
<td>14.04</td>
<td>Chef</td>
<td>1800</td>
<td>4</td>
</tr>
<tr>
<td>CentOs</td>
<td>6</td>
<td>Chef</td>
<td>1201</td>
<td>1</td>
</tr>
<tr>
<td>CentOs</td>
<td>7</td>
<td>Chef</td>
<td>1404</td>
<td>2</td>
</tr>
<tr>
<td>Ubuntu</td>
<td>12.04</td>
<td>Puppet</td>
<td>1209</td>
<td>2</td>
</tr>
<tr>
<td>Ubuntu</td>
<td>14.04</td>
<td>Puppet</td>
<td>1383</td>
<td>3</td>
</tr>
<tr>
<td>CentOs</td>
<td>6</td>
<td>Puppet</td>
<td>796</td>
<td>1</td>
</tr>
<tr>
<td>CentOs</td>
<td>7</td>
<td>Puppet</td>
<td>995</td>
<td>1</td>
</tr>
</tbody>
</table>

In this section we will define several metrics to enable a comparison with alternative deployment techniques.

To begin with, Table 2 shows the OS and provisioning engine currently supported by our system, along with the mean times for 3 runs of image generation and deployment to achieve results with a standard deviation under 10. The image generation process is based on the github provided dockerfiles, and includes software updating and installation of the chosen provisioning environment. As we can observe, Ubuntu 14.04 is the bulkiest OS to install, centos6 being the lightest. As for provisioning systems, the download of ChefDK during the generation process is quite costly, mainly compared to the usage of system-provided Puppet-client packages. A special mention can be made about the very fast image deployment times, negligible in all cases.

The main concern with our system performance will be determined by the obtained speedup relative to preexisting virtualization systems. To the end of measuring this relative performance, we will test our system by running deployment tests for all the 47 available software packages in FIWARE-Lab.

We will define the observed times as follows:
- $t_d$: Elapsed time until software dependencies are installed.
- $t_s$: Elapsed time until deployment system syntax is checked.
- $t_D$: Elapsed time until software is deployed.
- $t_T$: Total system deployment time.

\[ s = \frac{1}{N - 1} \sum_{i=1}^{N} (x_i - \bar{x})^2 \]  

All given times are obtained by calculating the mean of 5 consecutive deployments, obtaining a standard deviation of the results under 10% $\bar{x}$ with $N=5$ in the well-known formula for standard deviation given in equation 1) and supposing all times following a normal distribution, with the API and virtualization engine running in the same physical host machine and with hardware characteristics similar to those of the previously mentioned Deployment Server.

The performance tests will run over a pre-deployed system VM, as the image generation times are previously detailed and expected to be constant, and will include several deployment strategies:
- Local OpenStack Nova-based KVM machine.
- Local Vagrant-provisioned VirtualBox machine.
- Local Docker-based container.

As illustrated in Table 3, we can notice a considerable speedup by moving to lightweight virtualization environments. Dependency install times, have been observed to be the most variable factor in the total deployment time, mainly due to the random delay introduced by network usage, but are vastly exceeded by the i/o writes incurred during the main deployment phase. The multilayered, network-oriented infrastructure of OpenStack seem to be the reason for the slow response times obtained, which is totally avoidable in a single machine environment, but nonetheless serves as a representative picture of a real world scenario.

A graphic comparison of the mean times for all deployments is given in Figure 4, where we can finally extract visual conclusions from our experiment, namely that a mean of a 34.87% speed gain can be achieved by using container based virtualization as opposed to OpenStack-based VMs in test deployment environments. For local VirtualBox deployments, this number is reduced to a mean of 26.22%, also significant in the authors’ opinion.

6. Conclusions and Future Work

Foremost, the authors would like to note that all sources for the presented software infrastructure are hosted via an open access github repository at http://www.github.org/ging/fiware-validator, available for free usage, peer review and collaboration.

6.1. Summary

In the opinion of the authors, the system as presented covers sufficiently the initial fixed requirements. A brief validation of the main system characteristics can be summarized in the following list:
- *TaaS process management:* The testing workflow process is unified in a single component.
- *QoS requirement management:* The system covers the QoS requirements for the currently given workloads.
The lightweight virtualized environments implemented as Docker images are available on-the-fly for immediate deployment.

- **Test environment service**: Given the context of deployment artifact testing, the system implements the most common provisioning solutions usage.

- **Testing simulation service**: The simulation of testing environments is limited by the availability of Docker containers, but sufficiently covers the presented workloads.

- **On-demand test service**: The system depends on a minimal number of external services and is constantly available for usage.

- **Tracking and monitor service**: The unification of data collection in a single database simplifies the tracking and monitoring of system usages.

### 6.2. Future Work

To fully cover the previously listed TaaS capabilities, the system as presented can be significantly improved in the following fields:

- **Increase the available variables for external environments simulation**.

- **Increase the number of standard testing solutions supported**.
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