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Abstract—Neural networks are widely used in pattern recognition, security applications, and robot control. We propose a hardware architecture system using tiny neural networks (TNNs) specialized in image recognition. The generic TNN architecture allows for expandability by means of mapping several basic units (layers) and dynamic reconfiguration, depending on the application specific demands. One of the most important features of TNNs is their learning ability. Weight modification and architecture reconfiguration can be carried out at run-time. Our system performs objects identification by the interpretation of characteristics elements of their shapes. This is achieved by interconnecting several specialized TNNs. The results of several tests in different conditions are reported in this paper. The system accurately detects a test shape in most of the experiments performed. This paper also contains a detailed description of the system architecture and the processing steps. In order to validate the research, the system has been implemented and configured as a perceptron network with back-propagation learning, choosing as reference application the recognition of shapes. Simulation results show that this architecture has significant performance benefits.

Index Terms—Neural network hardware implementation, run-time learning, recognition.

I. INTRODUCTION

ONE OF THE major problems in computer vision is to build systems with the ability to identify shapes in real world scenarios [1]–[7]. The target application of this paper is the correct identification of road traffic signs in images taken by a car-mounted camera [8], [9]. The basic technique used for this in most applications, known as pattern matching, is to compare each portion of an image with a set of known models. The approach taken in this paper is to use specialized tiny neural networks (TNNs), which are explained in Section III, making it possible to use a massively parallel architecture efficiently. One of the most important features of artificial neural networks (ANNs) is their learning ability. Size and real-time considerations show that on-chip learning is necessary for a large range of applications [3].

Neural-network-based recognition systems have several levels of inherent parallelism. Traditional software implementations cannot implement these parallel working schemes, unless done on multiprocessor systems. Since the system proposed in this paper is implemented in hardware, this inherent parallelism can be exploited. The general architecture of the system is shown in Fig. 1.

This higher level of parallelism achieved with the hardware implementation, as opposed to most software attempts, allows making several computations concurrently. Therefore, a higher processing throughput is obtained [10]–[13]. In addition, the hardware implementation is also highly portable [14], due to the generic hardware description employed.

ANN implementations can be classified in two main categories: software running on a microprocessor, digital signal processors, or general-purpose processors, and hardware architectures based on application specific integrated circuits or field-programmable gate arrays (FPGAs) [15].

The microprocessor-based implementation is more flexible and relatively easy to implement. However, when the network becomes larger, it is not the best option as regards the processing time.

The number of "synapses" and multipliers needed in a fully interconnected network is proportional to the squared total number of neurons. The speed slows down due to the increase in the number of multipliers, and the chip area required increases significantly, which becomes one of the critical problems in ANN design. In order to solve this chip size issue, the use of hardware multipliers seems to be an option. In addition, neural networks with reusable multipliers, or even without them at all, may be designed [16], [17].

This paper explores multiplier reusability based on an internal bus structure. Taking into account the parallelism of the neural network model, it is possible to map the architecture on array processors, obtaining a linear growth in the number of multipliers. Therefore, we are before a suitable scenario for ANN hardware implementation in embedded systems. Fig. 2 shows a network interconnected by means of an array processor model [18]–[21], where $w_i$ and $x_i$ are the inputs to each processor. In the case of a neural network, these are the weights and data inputs of each neuron, respectively.

The main objective of this paper is the design of a reconfigurable efficient low-cost architecture for shape recognition.
Robust methods for the analysis of images, and the implementation of a system based on specialized TNN have been developed for shape recognition by means of the analysis of characteristics elements of shapes, called singularities [22], [23], and which will be explained later in this paper, in Section V. Traffic signal and/or pedestrian recognition are two of the most relevant applications. These networks work cooperatively, as explained later in this paper, to obtain the classification of the image.

The main restriction comes with the complexity of the information contained in the image data, very sensitive to changes in the environment. Therefore, it is necessary to develop a recognition system that allows for dynamic reconfiguration [1], [24].

The scarce resources provided by the hardware, imposed by the low-cost design basis, require an architecture developed for optimal use.

The system uses a low-cost CMOS camera. The images are processed by an Altera Cyclone II FPGA that does median and Sobel filtering of the incoming frames at PAL rate [720 x 576 size images at 25 fps (frames per second)]. The result of this preprocessing stage is the input to the TNNs, also implemented in the Altera FPGA and built up by small perceptron multilevel networks.

To comply with TNN, and in general, neural network ability to learn, a side-by-side online learning system has been built in the embedded PowerPC processor in a Xilinx Virtex II device. To allow a faster adaptation of the system, an initial training was done with a simulation model implemented in Matlab that helped when validating the functional behavior of the system. After the PowerPC learning algorithm implementation was finished, another training phase was done, comparing it with the results obtained in Matlab. These results were then used to configure the networks in the FPGA.

The whole architecture of the system is shown in Fig. 3.

II. FPGA IMPLEMENTATION OF THE GENERAL SYSTEM ARCHITECTURE

The requirements of recurrent learning processes can be satisfied by the flexibility offered by FPGAs reconfiguration capability, [11], [25], [26]. Weight modification and architecture reconfiguration can be carried out at run-time.

When analyzing ANN hardware implementation, the following considerations should be taken into account: frequency, precision, configuration issues, and parallelism degree to implement. In order to improve general system features, two units have been designed: basic and control units.

Basic units (specialized neural networks) are in charge of signal processing and weight and bias data storage. This includes all the required operations for neural computations, as imposed by the neuron model implemented, shown in Fig. 6: weights by inputs products, accumulation, and nonlinear function activation. The control units are in charge of signal transmission, making the parallel processing of the algorithm possible.

The proposed architecture has been efficiently mapped to hardware from its algorithmic functional high abstraction level description, making it suitable to be implemented on an FPGA device. This stated efficiency is shown in Section V.

A. Learning Algorithm Segmentation

To accomplish the learning operation the algorithm is divided in three phases, known as: feedforward, back-propagation, and update [27]-[30]. In the feedforward phase, the input signals propagate through the network from one layer to another, eventually producing some response in the output of the network. This response is compared with the desired (target) response, generating error signals that are propagated in backward direction through the network. In this backward phase of operation, the free parameters of the network are adjusted to minimize the sum of square error. Finally, weights and biases are updated using the data obtained in the previous phase. The process is repeated as many times as necessary in order to have a trained network. Usually, this process is made using general-purpose computers, and is known as offline training. The three phases of the algorithm are shown in Fig. 4.

Since the proposed architecture is self-reconfigurable at runtime, independent and separated modules for each of the stages were developed [11], [12], [31].
Fig. 3. System architecture.

It must be stated here that when using the word "reconfiguration" within this paper, it is not referred to an actual FPGA fabric reconfiguration, but a functional reconfiguration based on some parameter update. Therefore, neither the network structure is changed at all nor the number of neurons modified.

For the system to carry out an online adaptation [3], [19], the same learning rules should always be applied concurrently over a new pattern. When the network is reconfigured, the control unit executes the learning process concurrently, using the training patterns stored in the previous learning phase along with the new pattern to be recognized. This pattern is the one that triggered this learning phase.

When a learning process finishes, collected data are transmitted to the weights and bias network memories. This is carried out by the control unit, which makes them flow through the back-propagation level, directing this learning phase and making the FPGA get adapted.

Fig. 5 shows the implementation of the different levels of the learning algorithm. The feedforward and update modules corresponding to the basic unit were implemented in the same FPGA (Altera Cyclone II), being executed concurrently as a foreground process.

To accomplish this online learning, when the network finishes the feedforward operation, a dedicated module (to be explained later) computes the recognition uncertainty. If this computation exceeds an empirically set threshold, a request is sent to the control unit that triggers a learning phase of that network. The input responsible of this network response is therefore considered as a new pattern. The back-propagation module, actually responsible for the online learning stage, was implemented as a background process in the embedded PowerPC processor in a Xilinx Virtex II device (virtex2p xc2vp30). Each module of the algorithm follows the general architecture of the system proposed and showed in Fig. 3.

By means of a state machine, three modes of operation of the system were defined. In the initialization mode, the system loads the initial values of the weights and biases from memory, entering afterward into the classification mode. In this state, the network works in feedforward. When, as explained above, it detects a new pattern to apply to a new learning phase, it changes to the reconfiguration mode. When this is over, the update is carried out in order to enter again into a new classification stage. The different modes of operation and the state machine will be explained later in this paper.
III. SPECIALIZED TNNS

Taking into account the problems of size and scalability, we propose a design based on the mathematical model [28] of the neural networks, similar to one shown in Fig. 6(a).

As explained above, the synapse number is limited (network size) by the FPGA resources available (mainly memory and area) [32]. In addition, the network architecture (number of neurons and number of layers) is also limited by these hardware resources [33]. In order to overcome these difficulties, a basic processing unit (BPU) is suggested as the central component of the network, which can be modified to feature one or several neurons. Each layer of the network is composed by several of these BPUs, obtaining different topologies according to the configuration of the internal registers of the system.

Fig. 6(b) shows the model of a BPU. The hardware architecture is obtained by directly mapping the high-level functional model of the perceptron neural network into its equivalent hardware representation. The data input vector comes from the preprocessing stage, while the weights data bus comes from the training memory as shown of Fig. 3. The control of the layers has been implemented so that each layer is self-controlled but directed by the previous one, giving the system a general control strategy implemented in a distributed fashion [8]. This makes it possible for each module to have control over itself, but making the overall system work coordinately among the different modules, allowing the system to show the emergency of an incipient intelligent behavior (distributed intelligence).

Since a low-cost system is to be designed, as mentioned in the introduction, a device with scarce (limited) hardware resources has been chosen. Therefore, a tradeoff between performance and hardware resources consumption has to be met. With the suggested model for the BPU, a nearly fully parallel architecture has been achieved.

All hardware neurons are formed by a MAC unit (multiplier and accumulator), a serial unit (multiplexer), and the nonlinear activation function modules, all of them interconnected by a parallel system bus, as shown in Fig. 6(b).

MAC units are connected through the internal data bus to their weights memories and to the input data serial stream (input vector). Supposing an N-neuron input layer, this architecture
allows carrying out \(N\) operations in parallel with each input datum, due to the simultaneous access to the memories through the internal bus structure. Therefore, the weights and bias memories have been implemented in the RAM modules embedded in the FPGA (Altera M4K blocks). These modules allow being accessed independently since they can be split in blocks (never smaller than 4096 b through the various memory width-depth combinations possible), so faster (the fastest possible in terms of concurrent accesses to the memories) memory accesses are achieved thanks to this distributed memory scheme.

As mentioned, a tradeoff has to be observed between cost and performance. Neural networks have a parallel connection between different layers. This would imply a huge resource consuming architecture, so some data serialization is needed. To further optimize the architecture, due to this mandatory serialization, just one adder and one activation function have been implemented. This way, a BPU has an output data vector, used as the input vector of the following BPU, i.e., layer.

A reduction of \(N-1\) bias adders and \(N-1\) activation functions is achieved. From the point of view of the information transfer through the different network layers, the BPU architecture can be seen as a black box with an input and output vector (feedforward) structure. Due to this resource-sharing scheme, it is possible to implement several multilayer perceptron-type neural networks [21].

As a special case, when talking about a perceptron multilayer network with few neurons in the output layer, it is not necessary to do any serialization at all. Therefore, in output BPUs, there is an adder and an activation function per neuron. The bias memory has been implemented as registers within the adder, what avoids wasting most of the memory bits of a RAM block. The architecture of an output layer unit is shown in Fig. 7.

With the described architecture for the BPUs, it is easy to build up a neural network by simply interconnecting two or more of these units, depending on the number of layers required. The interlayer connection is performed by sticking together data and control buses from each layer. The data flow is controlled by the control unit explained above. This hardware architecture of the network layers confers the system modularity and scalability features. This may be helpful for future and more powerful versions, implemented on bigger FPGAs. The state machine of the Control Unit has been carefully designed to improve the system performance. Fig. 8 shows the three different branches that implement the functional behavior previously described.

The design of the system architecture allows for several networks to work (classify) in parallel. Moreover, the training process could be executed in another TNN concurrently.

In order to maintain the processing speed of a TNN in hardware and its versatility in simulations, the reconfiguration of the neural network on its different hardware levels has to be possible. Different researches have revealed that general-purpose processors can be used in order to reprogram the neural network. We could also use FPGAs to modify the bus structure and the BPU by means of a change in the configuration registers [26].

Focusing on the two main ANN hardware implementation possibilities, the features of general-purpose processors make them more adequate in terms of programming easiness, although they have two important drawbacks: the slow processing speed and the required area. On the other way, reconfigurable hardware networks are harder to configure but achieve higher processing speeds, due to its parallel architecture, while using a smaller chip area. Moreover, they can be included in an integrated circuit as a system-on-chip. Due to the characteristics of the proposed system, it can be considered to be a heterogeneous...
architectures, combining the best of both approaches: the programming easiness of general-purpose processors and the intrinsic parallel architecture of FPGAs.

The specialized network design has an Uncertainty computation stage. Its main function is checking that the output data of the networks are somehow related to the output obtained with the training patterns, validating the recognition process. This happens when the uncertainty module reports a probability higher than 75%. On the other hand, if it is in a range between 50% and 75%, a reconfiguration request is asserted [34]. These probability levels have been empirically set. This way, the system is aware of what network was supposed to have identified the object, and therefore, train that network again with the new pattern (input data just analyzed). The stages of this uncertainty module are shown in Fig. 9.

When this request is asserted, input data are acquired and attached to the appropriate training memory (initially filled with the patterns of the initial online training) as a new pattern for the following training process. Since the networks are trained to identify singularities, the data stored in memory are the pixels related to these singularities, not the entire image.

When this online training (actually, this training is an adaptation of the network, because it was initially trained, but is now retrained to get adapted, taking advantage of the initial training) is finished, the hardware modules have been reconfigured: training memories (content and dimensions), as well as weight and bias memories have been updated, with new values obtained at the end of the process.

IV. SYSTEM ARCHITECTURE—TNN AND CONTROL INTEGRATION

The designed system is highly parallel, so it is able to execute several tasks at the same time. The networks in our system are also cooperative, so they are able to solve complex issues through the contribution of each small network. As an example of the system application, the networks can be trained to identify characteristic elements of shape (singularities) such as right-angled corners, round segments, and acute-angled corners. These singularities are used for the recognition of rectangular, circular, and triangular shapes. Autonomous robots or intelligent systems for cars may use this kind of system [23].

The general architecture of the system, and its control strategy, as shown in Fig. 1, has been conceived so that it can easily be adapted to different applications. Due to this design requirement, the core of the architecture is based on an efficient and robust shape recognition system that allows its adaptation to different recognition tasks with little tuning in the system architecture.

The decision to have the communication of the control system through a bus structure was taken after consideration of the efficiency level that we wanted to achieve. In this way, the memory blocks share the same space on the system and can be accessed with a logic address, obtaining as a result a distributed memory system on the networks with a centralized control. The addressing mode was considered to be the optimum model because it does not require a redundant memory for the networks, and only during the reconfiguration process may exist a redundancy in the network memories that have to be reconfigured, achieving a faster convergence of the algorithm. Fig. 10 shows the interconnection of the networks to the global control.

The learning memory shown in Fig. 3 is nonvolatile and has all the required training patterns for the training of each of the specialized networks.

The reconfiguration takes place right when a new image must be recognized. Therefore, the architecture has to be modified, and the new training patterns and targets added to the memory. When the training process ends, the memories are updated and the network connections have been already reconfigured so a new recognition process may begin.

According to the research, there are different ways of reconfiguration on a neural network. During the execution time, the number of neurons on the input layer can be modified or enough knowledge can be given to the network by changing the training memory content. Both of these methods explained lead to the recognition of the image.

Depending on the available hardware resources and the applications of the system, a dynamic reconfiguration is possible when the image is part of a class with similar characteristics [35]. Therefore, the reconfiguration of these specialized cooperative networks is made in the control section, increasing their knowledge as new images are recognized.

V. RESULTS

The weights and bias data initially stored in the memory modules were obtained by an online learning phase in the PowerPC, using a back-propagation algorithm. Moreover, simulation software was developed using Matlab and Simulink Neural Network Toolbox. The results obtained in the simulations are described below.

In order to obtain the data of the weights memories, 450 training patterns per class of image (rectangular, circular, and triangular shapes) have been used.
The training method works in batch mode, which means that once all the patterns have been input, the learning stage updates the weights and biases according to the decreasing moment of the gradient and an adaptive learning scale [28].

The learning strategy followed (offline training with Matlab simulation model, initial online training in the PowerPC and successive relearning online phases) makes possible to functionally validate the network, so that it can be compared with the hardware implementation. Moreover, having the initial weights/biases stored in memory and the network configured makes the successive retraining phases faster.

Some Matlab results are shown in Fig. 11, where the graph shows the stages used for the algorithm to converge with the targets of the parameters [36].

As an example of the application of the system for signal recognition by means of singularities, Fig. 11(a) shows the number of necessary training iterations for one of the networks specialized in recognizing acute-angled corners.

Fig. 11(b) shows the results of the system (uncertainty module) when they present/display 30 images that contain the vectors that are characteristic in a correct sequence corresponding to the recognition of triangular signals.

A region of $6 \times 5$ (columns*rows) pixels has been used to detect the singularities. The classification mode has been implemented as a series of regions processing. First, a dedicated module detects an special interest region within the image (a PAL field) called region of interest (RoI), shown in Fig. 12, sized $60 \times 45$ pixels, and stores it in the internal embedded RAM memory. Then, successive subzones from this RoI are extracted and sent to the TNN to be processed. Each of these subzones is called region of detection (RoD). Therefore, dividing the RoI in $6 \times 5$ sized-RoDs, results in $10 \times 9$ data input vectors in one RoI. This is the actual amount of data being processed in each image field, resulting in 90 vectors of 30 pixels each one. This has been accomplished by sweeping the RoI, and by sending each vector of characteristics to the TNN, and by storing the result associated to each region. In this way, probability maps of possible detected singularities are obtained so that the uncertainty stage can decide whether a signal has been detected or not, as shown in Fig. 11(b).

In addition, further simulations in MATLAB, have established that a Q8.16 (fixed-point fractional number binary
representation with 8 b to the left of the radix point as the integer part and 16 b to the right as fractional part) format is accurate enough to quantify weights and biases. In comparison with the first approximation made, Q10.22, this reduction in the bit width leads to a reduction in the resources consumed by the network. However, more importantly, a great increase in the maximum operating frequency is also achieved. This is a key factor if we want to enhance the system. This was successfully validated in the FPGA implementation.

As a design premise, we have always had in mind a design for reuse methodology. Therefore, a big effort has been made to specify as many generic hardware modules as possible. For this reason, the architecture and very high speed integrated circuit hardware description language description of the TNN has been improved so that later versions, apart from the basic functionality previously mentioned, allow building N-layer, m-output perceptrons in the easiest and most automated way possible. These features have been incorporated so that we shall be able, in the future, to test the system architecture on larger FPGAs.

Preliminary synthesis (no synthesis effort or optimizations directed to the synthesizer) results for Altera Cyclone EP1C20F400C6 and Cyclone-II EP2C35F672C6 devices have been obtained with the Altera Quartus II (v. 6.0) software package. The proposed architecture (Q8.16) fits in one Cyclone device, but remaining resources, mainly memory, are a bit scarce. Therefore, the system has also been implemented in the Cyclone-II device. Functional and postfitting simulations with Mentor Graphics ModelSim simulation environment show how the real-time restrictions imposed on the system and the functional specifications are met.

Fitting results are shown in Table I(a) for the whole Recognition System (including the TNN, Table I(b), and an image preprocessing stage). The implemented TNN has 30 neurons in the input layer, and 3 in the output layer. Fitting details for the most important blocks of the architecture are also shown.

Table II shows the available resources for the Learning Algorithm implementation on a Xilinx Virtex-II PowerPC. It was coded in C language (400 code lines). Some interesting data are as follows.

1) Learning method: Logsig-Logsig (see Fig. 13).
2) Initial learning rate: \( L_r = 0.01 \).
3) Maximum learning rate reached during learning: \( L_{r_{\max}} = 0.11437 \).
4) Minimum learning rate reached during learning: \( L_{r_{\min}} = 0.001582 \).
5) Maximum iterations number: \( \text{N\_ITERATIONS} = 250 \).
6) Mean square goal error: \( \text{TMSE} (\text{Total Mean Square Error}) > 0.001 \).
7) Weights and biases randomly initialized between \(-1\) and \(1\).
8) Convergence reached on iteration 246 (273 real iterations).
9) Final mean-square total error: \( \text{ECMT} = 0.000994 \).
10) Execution time: 3.671 s.
11) Compact Flash memory used to initialize the 450 patterns to train the network.
12) Weights and biases are stored in the double data rate RAM memory (shared memory between the Xilinx and Altera platforms) in the Xilinx board, so that the Altera FPGA can access them during the update phase.

The coding strategy has been directed to minimize the execution time by avoiding the penalization in context switching, so a linear programming model has been followed. Moreover, all the
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**TABLE II**  
**AVAILABLE RESOURCES FOR THE LEARNING ALGORITHM IMPLEMENTATION**

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>(Created by Base System Builder Wizard for Xilinx EDK 8.2 Build EDK_Im.14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Board</td>
<td>Xilinx XUP Virtex-II Pro Development System Rev C</td>
</tr>
<tr>
<td>Family</td>
<td>virtex2p</td>
</tr>
<tr>
<td>Device</td>
<td>xc2vp30</td>
</tr>
<tr>
<td>Package</td>
<td>ff896</td>
</tr>
<tr>
<td>Speed Grade</td>
<td>-7</td>
</tr>
<tr>
<td>Processor</td>
<td>PPC 405</td>
</tr>
<tr>
<td>Processor clock frequency</td>
<td>300.000000 MHz</td>
</tr>
<tr>
<td>Bus clock frequency</td>
<td>100.000000 MHz</td>
</tr>
<tr>
<td>Debug interface</td>
<td>FPGA JTAG</td>
</tr>
<tr>
<td>Data Cache</td>
<td>16 KB</td>
</tr>
<tr>
<td>Instruction Cache</td>
<td>16 KB</td>
</tr>
<tr>
<td>On Chip Memory</td>
<td>208 KB</td>
</tr>
<tr>
<td>Total OffChip Memory</td>
<td>512 MB</td>
</tr>
<tr>
<td></td>
<td>- DDR_SDRAM_64Mx64 Dual Rank = 256 MB</td>
</tr>
<tr>
<td></td>
<td>- DDR_512MB_64Mx64_rank2_row13_col10_el2_5 = 256 MB</td>
</tr>
</tbody>
</table>

Regularities may be used to detect traffic signs and/or pedestrians in a driving scenario. Therefore, advanced driver assistance systems may perfectly use this kind of system. In addition, an autonomous robot, and, in general, any kind of autonomous navigation system, may eventually benefit from the use of this cooperative, extremely fast, and reliable TNNs to make their navigation safer by detecting the contour of different possible objects that surround them [37], [38].

The next step will be porting the Altera implementation of the network to the Virtex II-Pro device, together with the PowerPC responsible of the online training. The reason to port the whole system to the Virtex device is the possibility to use the couple of hard-embedded PowerPC processors so that the processing power is increased and so, the back-propagation algorithm can be accelerated, taking into account the segmentation and parallelism degree in each one of the algorithm stages. Eventually, the learning algorithm will also be transformed to hardware for further performance improvements, so we need a more powerful device. In this scenario, a hard-embedded processor may at first be considered as irrelevant, but we predict a further enhance of the system that may require intensive algorithmic stages for decision taking situations.

The last goal of these efforts is trying to embed more intelligence in the actual embedded systems, by scaling and transforming into hardware some of the typical artificial intelligence algorithmic tools.

### VI. Conclusion

We have proposed and designed a new hardware architecture for a neural network system based on specialized TNNs for image recognition. One of the most important features of TNNs is their online learning capability. Moreover, they follow a cooperative working strategy among them, in order to solve complex recognition problems. As an example of this system application, TNNs trained to identify the mentioned shapes have been unrolled to take advantage of the five pipeline stages of the PowerPC. The training algorithm execution takes about 3 min.
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