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Abstract—An analysis of the error signal of the Least-Mean-Square (LMS) algorithm is conducted from the robust control theory viewpoint. The difference equation that relates the input of the LMS algorithm and the error signal is presented. This equation is used to build the matrix $S$ that maps the input vector to the error vector. It is shown that $S$ has at least one singular value greater than 1. Therefore, the system may amplify noise at high frequencies. Nevertheless, the tap-weight vector may be chosen to prevent that noise amplification and improve the disturbance rejection performance of the LMS algorithm.

Index Terms—Error signal, LMS algorithm, singular values, tap-weight vector.

I. INTRODUCTION

The LMS algorithm has the diversity to be used in a broad range of applications [1], [2]. However, testing the robustness of such an algorithm has not been an easy task and several researchers have tried it from the control theory point of view [2]-[9]. Also, in [10] the authors carried out a study of the stability of the algorithm.

In this paper, we formulate the LMS as usual [2], [7]. The entries of the algorithm are $u(n)$ (the tap-reference vector at the time instant $n$), $d(n)$ (the primary input at the time instant $n$) and $w(0)$ (the initial value of the tap-weight vector of the transversal filter). After $N$ iterations (starting from $n = 0$), we obtain the error vector $e = [e(0) \ldots e(N-1)]^T$ and the vector $r$ given by

$$
r = \begin{bmatrix}
    d(0) - w^H(0)u(0) \\
    \vdots \\
    d(N-1) - w^H(0)u(N-1)
\end{bmatrix}.
$$

(1)

Here we show that, under certain conditions,

$$
G_{re} := \frac{\|e\|}{\|r\|} > 1.
$$

(2)

By taking into consideration the one degree-of-freedom control configuration for the LMS algorithm shown in [3], from [11] it can be seen that $G_{re}$ is equal to or less than the $H^\infty$-norm of the sensitivity function [3]-[5]. Therefore, for the case under analysis, the magnitude of such a function may be greater than 1. What is more, as this function is the same as the transfer function from the disturbance on the plant output to the estimate of the important information [2] (i.e., the output signal in [3]), (2) means that the LMS algorithm may amplify measurement noise and disturbances on the plant output at high frequencies [11], [12].

Moreover, in this paper it is shown that in spite of the fact that the designer chooses the value of the step-size parameter for $H^\infty$-optimality as given in [2], [8], [9], $G_{re}$ may still be greater than 1. The methods developed in [3]-[7] are only valid for deterministic or stationary signals. They use modern control (stochastic control) or classical control techniques [13], [14], and they do not guarantee that $G_{re} \leq 1$.

Finally, we show that this problem may be solved by choosing a suitable initial value of the tap-weight vector of the transversal filter $w(0)$.

II. PROBLEM FORMULATION

We consider the closed-loop system shown in Fig. 1 (see [2, Fig. 5.1]).

At the time instant $n$, $d(n)$ and $u(n)$ are samples of the input signals -primary and reference signals, respectively- of the algorithm used to build the input vector $r$ defined in (1), where the tap-reference vector $u(n)$ is given by

$$
u(n) = [u(n) \ldots u(n-M+1)]^T
$$

(3)

and $M$ is the length of the transversal filter. Also, $\hat{d}(n)$ is an estimate of the important information, and $\hat{e}(n)$ is the control error.

The gain from the input $r$ to the error $e$ is defined by

$$
G_{re} = \frac{\|e\|}{\|r\|}.
$$

(4)

The problem is to design an LMS adaptive filter such that the gain $G_{re}$ given by (4) meets the performance requirement that $G_{re} \leq 1$.

III. ERROR SIGNAL OF THE LMS ALGORITHM

For the analysis of the LMS algorithm, let us consider the input and output signals as they are defined in Section II and

![Fig. 1. General block diagram of LMS adaptive filter.](image-url)
shown in Fig. 1. Also, at the time instant \( n \), the tap-weight vector of the transversal filter is given by

\[
\hat{w}(n) = [\hat{w}_0(n) \ \hat{w}_1(n) \ \cdots \ \hat{w}_{M-1}(n)]^T
\]

and the estimate of the important information is

\[
d(n) = \hat{w}^H(n)u(n).
\]

IV. ANALYSIS OF THE ERROR SIGNAL

OF THE LMS ALGORITHM

Before presenting the fundamental theorems of this section, recall that the norm of a matrix \( A \) is defined as

\[
||A|| = \sup_{\|x\| \neq 0} \frac{||Ax||}{||x||}
\]

and this supremum is achieved [15]. Also, \( ||A|| = \sigma_{\text{max}}(A) \) (largest singular value of \( A \)). If \( A \) is invertible, then

\[
||A^{-1}|| = \frac{1}{\sigma_{\text{min}}(A)}
\]

where \( \sigma_{\text{min}}(A) \) is the least singular value of \( A \).

Having made the above statements, at this point it is important to highlight that the performance behavior of the LMS algorithm is related to the value of the quotient given by (4):

\[
G_{re} = \frac{||r||}{||e||}
\]

and the aim of this section is to analyze the gain \( G_{re} \) of the LMS algorithm.

Theorem 1: Let \( L \neq 0 \) be a square strictly lower triangular matrix (i.e., \( \ell_{ij} = 0, \ i < j \)) and \( I \) the identity matrix; define \( A := I + L \) then

\[
0 < \sigma_{\text{min}}(A) < 1 < \sigma_{\text{max}}(A).
\]

Proof: Let \( L_j \neq 0 \) be the \( j \)th column of \( L \) and write it as

\[
L_j = \begin{bmatrix} 0 \\ b_j \\ \vdots \\ 0 \end{bmatrix}
\]

If \( b_j \) is the unit vector with 1 in the \( j \)th position, we have

\[
\sigma_{\text{max}}(A) = ||A|| > ||A_j|| = ||b_j||^2 = 1 + ||b_j||^2 > 1.
\]

The other inequality follows easily taking into account that the norm of \( A^{-1} \) is greater than 1 because \( A^{-1} \) has the same structure as \( A \), i.e., lower triangular with 1's on the diagonal. Then \( ||A^{-1}|| > 1 \) and

\[
\sigma_{\text{min}}(A) = \frac{1}{||A^{-1}||} < 1.
\]

Theorem 2: For any choice of \( \hat{w}(0), \mu \neq 0 \) and \( u \) (with at least two nonzero components), there exists a vector \( \mathbf{d}_0 \) such that the corresponding \( r_0 \) and the error \( e_0 \) verify

\[
\frac{||e_0||}{||r_0||} > 1.
\]

Proof: The algorithm admits the matrix expression \( e = Sr \) of (13). Taking norms, we consider the relative error

\[
\frac{||e||}{||r||} = \frac{||Sr||}{||r||} \leq ||S||
\]

and, in accordance with (14), the spectral norm of \( S \) is achieved for a vector \( r_0 \) and following Theorem 1, it is greater than 1:

\[
\frac{||Sr_0||}{||r_0||} = ||S|| = \sigma_{\text{max}}(S) > 1.
\]
Once \( r_0 \) is given, for the reference signal \( d_0 = r_0 + c \), the corresponding gain [see (2)] verifies \( G_{r_0} > 1 \).

Remark 1:

• Note that being \( T \) a nilpotent matrix of order \( N \), one has

\[
S = (I + \mu T)^{-1} = I - \mu T + \cdots + (-1)^{N-1}\mu^{N-1}T^{N-1}.
\]

It is obvious that the \( j \)th column of \( S \) can be written as

\[
S_j = \begin{bmatrix}
0 \\
1 \\
\mu v_j
\end{bmatrix}
\]

for some vector \( v_j \) depending (polynomially) itself on \( \mu \). Hence, for any value of \( \mu \neq 0 \),

\[
\|S\| \geq \|S_j\| = (1 + \|\mu\|^2 \|v_j\|^2)^{1/2} > 1.
\]

• Considering the LMS algorithm as a system that transforms the excitation \( r \) into the error \( e \), it can be said that the gain of such a system may be greater than 1 regardless the choice of \( w(0) \) and \( \mu \neq 0 \).

Corollary 1: Given the matrix \( S \), for each value of \( \alpha \in [\sigma_{\min}(S), \sigma_{\max}(S)] \) there exists a vector \( x \) such that

\[
\|Sx\| = \alpha.
\]

In particular, for \( \alpha \leq 1 \), if \( x = d - c \) for some \( w(0) \) (recall that the components of \( c \) are \( c(n) = \hat{w}^H(0)u(n) \)), then the corresponding error \( e = S(d - c) \) will be bounded in norm by \( \|d - c\| \). The aim of next section is to discuss the best choice of \( w(0) \) when it is feasible.

V. BEST CHOICE OF \( w(0) \)

As we have shown, given any \( d, u, \mu \) and \( w(0) \), the error norm \( \|e\| \) is not always guaranteed to be \( \|r\| \): according to Corollary 1, for some choices of \( w(0) \) we may obtain \( \|e\| > \|r\| \), and for other choices of \( w(0) \) we may obtain \( \|e\| < \|r\| \). Hence, the key question arises: how can we choose \( w(0) \) such that the associate vector \( c \) guarantees that \( \|e\| < \|r\| \)?

To this aim, let us compute the singular value decomposition of \( S : S = USV^H \) where \( U, V \) are unitary matrices, and \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_N) \) is the diagonal matrix which contains the singular values of \( S \), in decreasing order. As we know, some of them are greater than 1 and some others are less than 1. Let \( K \) denote the number of singular values greater than 1:

\[
\sigma_1 \geq \cdots \geq \sigma_K > 1 \geq \sigma_{K+1} \geq \cdots \geq \sigma_N.
\]

With this notation we state that

\[
\|e\| = \|Sr\| = \|USV^Hr\| = \|\Sigma V^Hr\| = \|\Sigma y\| \leq \|r\|,
\]

where we have defined \( y = V^Hr \), and we have used the fact that the unitary matrices \( U, V \) preserve the Euclidean norm. By the same reason, \( \|y\| = \|V^Hr\| = \|r\| \). Hence,

\[
\|e\| \leq \|r\| \iff \|\Sigma y\| \leq \|y\|.
\]

and this property is fulfilled if and only if

\[
\sum_{j=1}^{K} \sigma_j^2 |y_j|^2 \leq \sum_{j=1}^{N} |y_j|^2.
\]

Unfortunately, not every vector \( y \) satisfies this condition, because not every \( \sigma_j \) is less than or equal to 1.

But not everything is lost: if we impose the \( K \) first components of \( y \) to be null, then condition (28) is satisfied:

\[
\sum_{j=K+1}^{N} \sigma_j^2 |y_j|^2 \leq \sum_{j=K+1}^{N} |y_j|^2
\]

since \( \sigma_j \leq 1 \) for \( K + 1 \leq j \leq N \). In other words, it suffices to choose \( c \) such that \( y = V^Hr \) verifies \( y_1 = \cdots = y_K = 0 \); in this case, \( \|e\| \leq \|r\| \) will be guaranteed.

This sufficient condition is equivalent to the matrix equation

\[
V^Hr = 0
\]

where \( V^H \) is the submatrix of \( V^H \) containing its first \( K \) rows.

As \( r = d - c \), it suffices to solve the linear system

\[
V^Hc = V^Hd.
\]

But \( c \) cannot be any arbitrary vector; recall that \( c(n) = \hat{w}^H(0)u(n) \). Matricially,

\[
c = \begin{bmatrix}
u^T(0) \\
u^T(1) \\
\vdots \\
u^T(N-1)
\end{bmatrix} \hat{w}^+(0) = \begin{bmatrix}u (0) & 0 & \cdots & 0 \\
u (1) & u (0) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
u (N-1) & \cdots & u (N-M)\end{bmatrix} \hat{w}^+(0)
\]

where \( M \) is an \( N \)-by-\( M \) lower triangular Toeplitz matrix whose \( j \)th row contains vector \( u^T(j) \); besides, its columns contain the signal \( u \), windowed by a shifted window of width \( N \).

By introducing (32) in (31), we have proven the following result:

\[\text{Theorem 3: If} \ \ \hat{w}^+(0) \ \ \text{verifies} \ \ V^H_K \hat{w}^+(0) = V^H_K d \]

then \( \hat{w}^+(0) \) is the best choice for initial vector of the LMS algorithm, since it guarantees that \( \|e\| \leq \|r\| \).

If the system (33) is consistent but has infinite solutions, we consider the minimal-norm one. If (33) is inconsistent, we compute the minimal-norm least-squares solution.

Alternatively, for the inconsistent cases, we also propose to reduce the linear system (33) by only considering its first \( M \) equations:

\[
V^H_M \hat{w}^+(0) = V^H_M d
\]
where matrix $V_P^H$ is used instead of $V_R^H$. This way, the new coefficient matrix $V_M^H M$ is $M$-by-$M$; if it is invertible, we compute the unique solution $\hat{w}(0)$ of the system (34). Although it is not the best choice, because it is not a solution of (33), we have used it satisfactorily in the Matlab simulations of the next section.

VI. MATLAB SIMULATIONS

In order to show the importance of choosing an appropriate value of $\hat{w}(0)$ to meet the requirement that

$$G_{re} = \frac{|e|}{|r|} \leq 1 \quad (35)$$

the results of several Matlab simulations for different choices of $\mu$ and $\hat{w}(0)$ are presented in this section. In these simulations the LMS adaptive filter shown in Fig. 1 is used as an adaptive noise canceller [1], [2].

Here primary signal $d$ consists of a relevant signal that is a sinusoid of amplitude 2 V at 20 Hz corrupted by additive noise. Thus, $d$ is given by

$$d = 2\sin(2\pi 20t) + n_1,$$

where the interval of time of analysis is 0.1 seconds, the sampling frequency is 10 kHz, $t = 0 : 0.0001 : 1$ . Also, let us assume both that part of the noise corrupts the primary signal without passing through any transfer function, and that part of the noise reaches the primary signal via a transfer function [7] that is a second order low-pass Butterworth filter with cutoff frequency equal to 100 Hz:

$$n_1 = \text{lsim}(D_1, N_1, \text{randn(size(t))}, t) + 0.5 \text{randn(size(t))}$$

where $[D_1, N_1] = \text{butter}(2, 2\pi 100., \nu')$.

In addition, assume both that part of the noise goes directly to the reference signal $u$ without passing through any transfer function, and that part of the noise reaches the reference signal via a transfer function [7] that is a second order low-pass Butterworth filter with cutoff frequency equal to 50 Hz,

$$u = \text{lsim}(D_2, N_2, \text{randn(size(t))}, t) + 0.5 \text{randn(size(t))}$$

and $[D_2, N_2] = \text{butter}(2, 2\pi 50., \nu')$.

In these simulations, the length of the filter is $M = 20$ and, for any value of the parameter $a$ of Table I, the values of $\mu$ are given by

$$\mu = \frac{a}{\max_{0 \leq n \leq N-1} \|u(n)\|^2} = 0.0001. \quad (36)$$

In Table I, for each value of $a$ a value of $\mu$ is obtained. Then, the gain $G_{re}$ is displayed for three different choices of the initial value of the tap-weight vector:

- $\hat{w}(0)_0 = 0$;
- $\hat{w}(0)_1$ is the conjugate of the minimal-norm least-squares solution of (33);
- $\hat{w}(0)_2$ is the conjugate of the solution of (34).

Note that, in this example, when choosing $\hat{w}(0)_0 = 0$ the energy gain $G_{re}$ is always greater than 1. However, for $\hat{w}(0)_1 G_{re}$ is less than 1 for small enough values of $\mu (0.1 \leq a \leq 2.5)$ and for $\hat{w}(0)_2 G_{re}$ is less than 1 for almost all the values of $\mu (0.1 \leq a \leq 5.0)$.

In order to show how different tap-weight vectors affect the convergence rate of the LMS algorithm, additional simulations were carried out. As a result, the fastest convergence rate was achieved with $\hat{w}(0)_1$, and the second fastest with $\hat{w}(0)_2$. When $a = 0.1$, for $\hat{w}(0)_0$ the LMS algorithm converged in 1057 iterations, for $\hat{w}(0)_1$ it converged in 162 iterations, and for $\hat{w}(0)_2$ it converged in 719 iterations. Finally, when $a = 3.5$, for $\hat{w}(0)_0$ the LMS algorithm did not converge, for $\hat{w}(0)_1$ it converged in 68 iterations, and for $\hat{w}(0)_2$ it converged in 140 iterations.

VII. CONCLUSION

In this paper, it has been shown that for the LMS algorithm the gain from the input signal to the error signal may be greater than 1 regardless of the value of $\mu \neq 0$. Also, in order to diminish such a gain and guarantee it to be less than or equal to 1, a novel approach has been presented. Finally, it has also been shown that, for reasonable values of $\mu$, choosing the right initial value of the tap-weight vector $\hat{w}(0)$ is the key issue to avoid amplification of the linear system from the input to the error signal.
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