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Abstract

Today, data are available at an unprecedented scale. An overwhelming quantity of Internet-connected devices generate a constant trickle of pieces of information all over the world, much of which are processed in real time or stored for later use.

Making sense of these enormous data sets is often a challenging endeavour. Their size demands the use of massive computational resources, which motivates the design of efficient algorithms. Additionally, these data usually contain measurements of a large number of variables, which poses a wide variety of problems. To address the latter, a family of techniques commonly referred to as dimensionality reduction is studied.

In this thesis we address the problem of feature selection, a subset of dimensionality reduction methods that preserve the semantic meaning of the original data variables. To do so, we analyze a problem formulation known as column subset selection. A significant advantage of column subset selection is that the models it produces are simple and in some cases easy to interpret. In an age where notable advances in applied computer science are met with growing concerns about ethics and transparency, model simplicity can become a key requirement in many scenarios.

The column subset selection problem has received significant attention in the computer science literature over the last few years, mainly from a theoretical perspective. Here we analyze the problem from a more practical standpoint. Our contributions can be summarized as follows.

First, we propose the use of a local search heuristic. We show empirically that it outperforms existing algorithms and derive elementary approximation guarantees.
Furthermore, we take advantage of the nature of the problem formulation to derive an efficient implementation suitable for practical use.

Second, we introduce regularized formulations of the problem. We derive a greedy algorithm for these new objectives and demonstrate empirically that it produces improved subsets with respect to multiple criteria.
Resumen

Hoy en día, los datos están disponibles en un volumen sin precedentes. Una cantidad abrumadora de dispositivos conectados a Internet genera un flujo constante de información por todo el mundo, mucha de la cual se procesa en tiempo real o se almacena para usos posteriores.

Extraer conocimiento de estos ingentes conjuntos de datos suele ser una tarea difícil. Su tamaño exige el uso de recursos computacionales masivos, lo que motiva el diseño de algoritmos eficientes. Además, estos datos suelen contener mediciones de una gran cantidad de variables, y esto acarrea una amplia serie de problemas. Para atajarlos, se estudia una familia de técnicas conocida como "reducción de la dimensionalidad".

En esta tesis abordamos el tema de la selección de variables, un subconjunto de las técnicas de reducción de la dimensionalidad con la particularidad de que preservan el significado semántico de las variables originales. Para ello, analizamos un problema conocido "selección de un subconjunto de columnas". Una ventaja significativa de este problema es que da lugar a modelos simples y en ocasiones fáciles de interpretar. En la actualidad, los avances en ciencias de la computación aplicada van a menudo acompañados de preocupaciones sobre ética y transparencia, por lo que la simplicidad de los modelos utilizados puede ser clave en muchos casos.

El problema de la "selección de un subconjunto de columnas" ha recibido bastante atención durante los últimos años, principalmente desde un punto de vista teórico. En este texto analizamos el problema desde una perspectiva más práctica. Las contribuciones aquí recogidas se resumen a continuación.
En primer lugar proponemos el uso de una heurística de búsqueda local. Mostramos empíricamente que ofrece un rendimiento superior al de otros algoritmos y demostramos garantías de aproximación elementales. Además, aprovechamos la naturaleza del problema para formular una implementación eficiente adecuada para el uso práctico.

En segundo lugar, introducimos formulaciones regularizadas del problema. Proponemos un algoritmo voraz para optimizarlas y demostramos empíricamente que los subconjuntos de columnas resultantes son superiores con respecto a múltiples criterios.
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Chapter 1

Introduction

The central challenges in modern applications of computer science almost invariably involve some form of data processing. This is always a daunting task: data collected by measuring natural phenomena are often noisy, unreliable, redundant, either frustratingly scarce or unfathomably numerous, and sometimes covertly changing over time. However, data usually hold valuable information, and our goal in this thesis is to study methods to help us uncover it.

Of course, the array of data processing techniques available to the applied computer scientist is too vast to cover in a single monograph. We therefore choose to concern ourselves with the problem of dimensionality reduction, and within that scope, we focus on variable or feature selection.

High dimensionality, that is, a large number of variables in data, can at first seem advantageous. The more variables we can measure, the larger the amount of information that will become available to us about the phenomenon we are studying. Nevertheless, things are unfortunately not that simple. In fact, high dimensionality can be so problematic that it has lead to the notion of “curse of dimensionality”.
To quote Richard E. Bellman, who first coined the term, the curse of dimensionality is "a malediction hat has plagued the scientist from earliest days" [3].

The example that Bellman proposes to illustrate this notion, given in the context of calculus of variations, is illuminating. Consider a function $f : \mathbb{R} \rightarrow \mathbb{R}$. If we want a discrete account of its behavior in the interval $[0,1]$ to a fidelity of 0.1, we need 10 points. How about a function $f : \mathbb{R}^2 \rightarrow \mathbb{R}$? If we want the sampled points to be separated by a distance of at most 0.1, we will need $10^2$ such points. In $\mathbb{R}^3$ we will need $10^3$ points. More generally, the number of points required to obtain a representative sample of the support increases exponentially in the dimensionality.

Another problem of high dimensionality comes from the excess of degrees of freedom. Consider a set of $n$ observations $\{(x_i, y_i) : 1, \ldots, n\} \subset \mathbb{R}^d \times \mathbb{R}$. We are tasked with building a model to predict the value of $y_i$ given $x_i$. We constrain ourselves to functions of the form $w^T x_i$. The problem of finding the best estimate of $w$ so as to minimize the sum of squared errors

$$E(w) = \sum_{i=1}^{n} (w^T x_i - y_i)^2$$

amounts to approximately solving the following linear system:

$$Xw = y$$

where $X$ is a matrix whose $i$-th row is $x_i^T$ and $y = (y_1, \ldots, y_n)^T$. If $d$ grows approaching $n$, the system will become increasingly close to compatibility and the error of approximately solving it will most likely decrease significantly. Whenever $d \geq n$, the system can be solved exactly. Now, consider that the entries of both $X$ and $y$ consist entirely of values sampled uniformly at random from $[0, 1]$. The error of the obtained
solution suggests we can perfectly estimate $y_i$ given new observations of $x_i$, but this could not be further from the truth!

Another concern is simply the impact that dimensionality can have on the required computational resources. For instance, the approximate solution of a linear system as the one mentioned above requires roughly $O(nd^2)$ computations. If we are dealing with tens of thousands of variables—which is not rare in fields like computer vision or bioinformatics—the quadratic dependence on dimensionality can be problematic.

These are just a few of the reasons why high dimensionality can be troublesome, although additional illustrating examples can be found in the literature [30]. At this point we hope that the pursuit of methods to deal with the potential hurdles of processing high-dimensional data is well motivated. As mentioned above, the family of techniques developed for this purpose is commonly known as dimensionality reduction.

One way to approach dimensionality reduction is to work under the hypothesis that despite the high dimensionality of a given data set, the behaviour of the observations can be explained by a small number of driving factors. Perhaps the most well-known method for this purpose is principal component analysis (PCA) [48]. If we interpret the set of observations for each of our variables as a vector, PCA reveals an orthogonal basis for the subspace they span. What is interesting about this basis is that the vectors it is composed of can be sorted by the amount of data variance they capture. That is, it provides us with low-dimensional subspaces where we can project our data with minimal loss of information in some sense.

In close relation to PCA we have the singular value decomposition (SVD) [70, 37]. The SVD is a factorization that reveals the closest possible low-rank approximation—in a family of matrix norms—we can obtain. The SVD is in fact equivalent to
PCA, save for a translation required by the latter so that the loss is measured in sample variance rather than a plain entrywise matrix norm. The SVD has proved useful as a means to uncover explanatory factors in several fields, from recommender systems [17] to geophysics [69].

Other approaches to dimensionality reduction involving the uncovering of small sets of explanatory factors have recently found success in the machine learning literature [43, 51, 49].

Sometimes, however, uncovering explanatory factors might not be entirely convenient for the task at hand. Imagine a scenario where a team of doctors in a hospital want to develop a predictive model for estimating the risk a patient has of contracting a disease. Their variable set might consist of blood sugar levels, weight, age, and additional values obtained through blood analyses and other tests.

If they were to use one of the methods mentioned above, such as PCA, to uncover a few explanatory factors, they would probably obtain more robust predictions than if they used the whole variable set. However, the model, and thus the predictions, would be structured in terms of the resulting abstract factors. The doctors might prefer a model that makes predictions based directly on the original variables. For instance, it is useful for them to know if, say, blood sugar levels and weight are especially influential on the likelihood of developing the disease.

The task of reducing the dimensionality by choosing a subset of the available variables, rather than uncovering a set of abstract explanatory factors, is known as feature selection. In addition to producing models expressed in terms of the original variables, which can be meaningful to domain experts, it is advantageous when collecting these variables is costly. In the scenario described above, for instance, some of the involved tests might be expensive or even inflict physical pain, so by reducing the number of required variables we could be decreasing the strain put on
patients and saving the hospital money.

Feature selection has received a considerable level of attention in the machine learning literature [41, 78, 46, 59], and is arguably one of the central problems in data analysis. Unlike some other forms of dimensionality reduction, feature selection, once we establish formally what makes a good feature subset, is in general a form of combinatorial optimization, and thus the problems that arise in this domain are often hard to solve.

The medical scenario described above is an example of supervised feature selection; given a target value we are tasked with finding the variables that carry the most predictive power. There exist numerous proposals attempting to find good feature subsets for this purpose in different contexts [72, 32, 8, 74].

The counterpart to this is unsupervised feature selection. In this case there is no target variable, so the choice of features concerns finding subsets which are in some sense especially meaningful with respect to the structure of the data. As in the supervised case, there exists a wealth of proposals for unsupervised feature selection in the literature, employing a variety of criteria for locating good subsets [58, 24, 42, 79, 11, 77, 80, 54, 45, 65, 44, 76, 23, 75].

One possible approach for this purpose is commonly referred to as column subset selection, and can be informally described as follows: given a matrix $A$, find the subset of $k$ of its columns with which we can build a linear model that best approximates the rest. This problem is the main focus of this dissertation. Column subset selection has received considerable attention, especially in the numerical linear algebra and the theoretical computer science communities.

A significant advantage of column subset selection is its linear nature. Even though this limits the approximation capabilities of the chosen subsets, the resulting models are simple and in some cases easy to interpret. Nowadays, the adoption of
computational methods to help in decision-making processes is undoubtedly becom-
ing prevalent across many different domains. However, there are increasing concerns
over their accountability and the need to establish causal relationships between the
inputs these mechanisms receive and the outputs they produce. Therefore, we argue
that techniques like column subset selection are to become an essential element of
the computer science practitioner’s toolbox.

The purpose of this thesis is to study column subset selection in practice. Our
contributions are summarized next.

1.1 Contributions

Efficient local search We first set out to address the following question: can we
improve the performance of existing methods for column subset selection in practice?
To this end, we analyze some well-known methods and analyze their possible pitfalls.
This leads to the choice of a local-search heuristic. Our results can be summarized
as follows:

• We show that one-swap local search for column subset selection can be imple-
mented in $O(mnk)$ operations per iteration, involving an initial computation
of cost $O(mn^2)$, for an input matrix of size $m \times n$ and the choice of $k$ columns.

• We empirically demonstrate its superiority with respect to other algorithms in
a variety of real-world data sets.

• We derive elementary approximation guarantees.

Regularization In the second part of this thesis we address the problem of reg-
ularization. Column subset selection, as is usually formulated in the literature, is
unregularized and hence inadequate for practical purposes. We address this problem, producing the following results:

- We propose a regularized formulation of the column subset selection problem.
- We produce an algorithm to greedily maximize this objective and show that each step can be solved in essentially $O(\min\{mn, n^2\})$ time complexity.
- We propose alternative objectives for feature selection in practice.
- We offer a lower bound for the error of the proposed problems.
Chapter 2

Preliminaries

2.1 Notation

Throughout this dissertation we use capital letters ($A$) to denote matrices and lowercase letters ($v$) to denote vectors. Occasionally, we use capital letters ($S$) to denote sets. The distinction between sets and matrices should be clear from the context. $A_i$ is the $i$-th row and $A_i$ the $i$-th column of the matrix $A$. $A_{ij}$ is the entry in the $i$-th row and $j$-th column of matrix $A$. In the case of a vector $v$, its $i$-th entry is denoted by $v_i$, unless different notation is temporarily introduced (this will be made clear in the text). $\mathbb{R}^{m \times n}$ denotes the set of real-valued matrices of size $m \times n$.

$\|v\|_2 = \sqrt{\sum_i v_i^2}$ denotes the $\ell$-2 norm of the vector $v$. $\|A\|_F = \sqrt{\sum_i \sum_j A_{ij}^2}$ denotes the Frobenius norm of the matrix $A$, and $\|A\|_2 = \max_x \frac{\|Ax\|_2}{\|x\|_2}$ is its spectral norm.

We also employ the following additional notation:

- $C^+$ denotes the Moore-Penrose generalized inverse of $C$ [38].
- $H^i_k$ denotes a diagonal $k \times k$ matrix whose entries are all 1, except for element
$H_{ii}$ which is zero.

- Given a matrix $A \in \mathbb{R}^{m \times n}$ and a set $S \subset \{1, \ldots, n\}$ with $k$ elements, $A_S$ is the $m \times k$ matrix comprised of the columns of $A$ whose indices are in the set $S$.

- Given $A \in \mathbb{R}^{m \times n}$, $A \setminus i$ is a $m \times n - 1$ submatrix of $A$ resulting from the removal of column $i$.

- In our pseudocode we employ the function $\text{uniSampleWithoutReplacement}(S, k)$, which returns a sample of $k \in \mathbb{N}$ elements drawn uniformly at random without replacement from the set $S$.

- In our pseudocode, for a set $R$ and some $i \in \mathbb{N}$, if we employ the notation $R[i]$ we consider the set to be ordered and $R[i]$ to be its $i$-th element.

- $e_i$ is the $i$-th vector of the canonical basis of the indicated dimensionality.

- Given two matrices $A$ and $B$, $(A|B)$ is the matrix resulting from appending the columns of $B$ to $A$. E.g., if $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times k}$, then $(A|B) \in \mathbb{R}^{m \times n+k}$ and consists of the columns of both matrices.

- $\sigma_i(A)$ denotes the $i$-th largest singular value of $A$.

- $\mathcal{P}(S)$ denotes the power set $S$

- $|S|$ is the cardinality of set $S$

- If $x_i$ is a vector, then $x_{ii}$ is its $i$-th element.

- $[n]$ denotes the subset of $\mathbb{N}$ defined as $\mathbb{N} \cap [1, n]$.

- Given vectors $x, y$ of the same dimension, $x \odot y$ denotes the element-wise product of $x$ and $y$. 
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2.2 The singular value decomposition

Given any matrix \( A \in \mathbb{R}^{m \times n} \), we can write

\[
A = U \Sigma V^T
\]

where

- \( U \in \mathbb{R}^{m \times m} \) is orthogonal, and its columns are known as left singular vectors of \( A \).
- \( V \in \mathbb{R}^{n \times n} \) is orthogonal, and its columns are known as right singular vectors of \( A \).
- \( \Sigma \in \mathbb{R}^{m \times n} \) is upper-diagonal with nonnegative entries \( \sigma_1 \geq \cdots \geq \sigma_n \). These are the singular values of \( A \). The number of positive singular values equals the rank of \( A \).

This is known as the singular value decomposition of \( A \) [37], and it is unique up to permutation of singular vectors corresponding to equal singular values.

It is well known that

\[
\|A\|_F^2 = \sum_{i=1}^{n} \sigma_i^2
\]

An important property of the singular value decomposition is that it provides the solution to the following problem:

\[
\min_{X, \text{rank}(X)=k} \|A - X\|_F
\]
In particular, the minimizer is given by

\[ A_k = \sum_{i=1}^{k} \sigma_i u_i v_i^T \]

where \( u_i = U_{i*}, v_i = V_{i*} \). In addition,

\[ \| A - A_k \|_F^2 = \sum_{i=k+1}^{n} \sigma_i^2 \]

### 2.3 The QR decomposition

Given any matrix \( A \in \mathbb{R}^{m \times n} \), we can write

\[ A = QR \]

where

- \( Q \in \mathbb{R}^{m \times m} \) is orthogonal
- \( R \in \mathbb{R}^{m \times n} \) is upper-trapezoidal

It follows that the \( i \)-th column of \( A \) can be written as a linear combination of the first \( i \) columns of \( Q \).

### 2.4 The Moore-Penrose pseudoinverse

Given any matrix \( A \in \mathbb{R}^{m \times n} \), we say \( A^+ \) is its pseudoinverse if it satisfies the following properties:

- \( AA^+ A = A \)
\* \* \* 

- \( A^+ A A^+ = A^+ \)
- \( (A A^+)^T = A A^+ \)
- \( (A^+ A)^T = A^+ A \)

If \( A = U \Sigma V^T \) is the singular value decomposition of \( A \), then \( A^+ = V \Sigma^{-} U^T \), where

\[
\Sigma_{ij}^{-} = \begin{cases} 
1/\Sigma_{ij} & \text{if } \Sigma_{ij} > 0 \\
0 & \text{otherwise.}
\end{cases} \tag{2.1}
\]
Chapter 3

The column subset selection problem

Column subset selection is a problem in combinatorial optimization consisting in choosing a representative subset of columns of a matrix. The quality of the representation is measured as the error incurred in approximating the whole matrix using the subspace spanned by the chosen columns. Formally, it can be defined as follows.

**Problem 1. Column Subset Selection Problem (CSSP).** Given a matrix $A \in \mathbb{R}^{m \times n}$ and a positive integer $k$ smaller than the rank of $A$, let $A_k$ denote the set of $m \times k$ matrices comprised of $k$ columns of $A$. Find $C \in A_k$ so as to minimize

$$
\|A - CC^+ A\|_{F}^2
$$

where $C^+$ is the Moore-Penrose pseudoinverse of $C$.

The CSSP is known to be UG-Hard [15], and recent —though as of yet unverified— work proves its NP-hardness [68] by a reduction from graph three-coloring to a de-
cision version of the problem.

### 3.1 Variants

The problem of approximating a matrix using a subset of its columns has been studied in a variety of forms. First, we need not limit ourselves to the minimization of the Frobenius norm, but can use any matrix norm. The choices that are by far the most common in the literature are, however, Frobenius and spectral. Throughout this text, $\xi$ can be replaced freely with either of $F, 2$.

A simple modification of the problem is to relax the limitation on the number of chosen columns in order to improve the approximation guarantees, letting us pick any number $r \geq k$. The question that arises naturally is the following: what is the minimum value of $r$ we need to achieve a certain error? This can be formalized as follows.

**Problem 2.** $r$-CSSP (*r*-Column Subset Selection Problem) Given a matrix $A \in \mathbb{R}^{m \times n}$ and a real number $\delta > 0$, define $g(C, r) = \min_{C \in \mathcal{A}_r} \| A - CC^+A \|_\xi^2$. Find

$$\min\{ r \in \mathbb{N} : g(C, r) \leq \delta \}$$

(3.2)

Another variation considers the choice of $r \geq k$ columns, but limits the rank of the approximation. Given $C \in \mathbb{R}^{m \times r}$, define $\Pi_{C,k}^\xi(A)$ to be the best rank-$k$ approximation of $A$ in norm $\xi$ within the subspace spanned by the columns of $C$.

**Problem 3.** ESSP (*Enclosing Subspace Selection Problem*) Given a matrix $A \in \mathbb{R}^{m \times n}$ and a real number $\delta > 0$, define $h(C, r) = \min_{C \in \mathcal{A}_r} \| A - \Pi_{C,k}^\xi(A) \|_\xi^2$. Find

$$\min\{ r \in \mathbb{N} : h(C, r) \leq \delta \}$$

(3.3)
Finally, we can consider a more general statement of CSSP, where the set of columns we can choose from is not necessarily a subset of the columns of the target matrix.

**Problem 4. GCSSP (Generalized Column Subset Selection Problem).** Given matrices $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{m \times p}$ and a positive integer $k$, let $\mathcal{B}_k$ denote the set of $m \times k$ matrices comprised of $k$ columns of $B$. Find $C \in \mathcal{B}_k$ so as to minimize

$$\|A - CC^+ A\|_F^2$$

Of course, GCSSP can be extended as above to allow the choice of $r > k$ columns.

### 3.2 Approximation

In combinatorial optimization, the goal is usually to find efficient algorithms which provide provable performance guarantees with respect to optimal solutions [73]. The subset selection problems described above, however, are peculiar in that regard. A candidate solution $C \in \mathbb{R}^{m \times k}$ provides a rank-$k$ approximation of the target matrix, $CC^+ A$. Therefore, it is natural to measure the obtained error with respect to the best possible rank-$k$ approximation [5], given by the singular value decomposition [70]. In the case of CSSP, $r$-CSSP and ESSP, the resulting guarantees obviously apply to optimal solutions.

In the case of GCSSP, though, seeking approximation bounds with respect to the best rank-$k$ approximation is pointless. Simply consider an instance such that $A^T B = 0$. A reasonable alternative could be to derive approximations in terms of $\Pi_{B,k}^\xi(A)$, although we know of no such work. Existing proposals for GCSSP target optimal solutions instead [1].
3.2.1 Lower bounds

Bounds are known for the best possible achievable value of the ratio

$$\alpha = \frac{\|A - \Pi_{C,k}^\xi(A)\|_F^2}{\|A - A_k\|_F^2}$$

where $A_k$ is the best rank-$k$ approximation. Note that if $r = k$, CSSP and ESSP are equivalent. The lower bounds presented here are on the value of $\alpha$ that any algorithm can hope to guarantee.

For the case $r = k$, $\xi = F$, Deshpande et al. provide an example— and a matching algorithm— where $\alpha \geq k + 1$ for any subset of $k$ columns of the matrix [19]. The tight example is simple and stems from geometric intuition, so we discuss it briefly. Consider a square matrix $A$ of order $k + 1$ whose columns are the vertices of a regular simplex lying in the affine hyperplane $\{x_{k+1} = \alpha\} \subset \mathbb{R}^{k+1}$. Assume $p = (0, 0, \ldots, 0, \alpha)$ is the centroid of said vertices. If $\alpha$ is small enough, the best rank-$k$ approximation is given by a matrix $A_k$ spanning the hyperplane $\{x_{k+1} = 0\}$. Since we can express the $k + 1$ points in the simplex perfectly except for their last coordinate,

$$\|A - A_k\|_F^2 = \sum_i \alpha_i^2 = (k + 1)\alpha^2$$

The loss in approximating $A$ using any subset of $k$ of its columns equals the loss in approximating the remaining column. The crucial observation made by the authors is that by definition of the centroid

$$p = \frac{1}{k + 1} \sum_i A_{i}$$

the ratio between said loss (by picking, say, the first $k$ columns) and the loss in
approximating $p$ is

\[ \frac{d(C, A_{k+1})^2}{d(C, p)^2} = (k + 1)^2 \]

Since $\alpha$ is arbitrary, we can choose it so that $d(C, p)^2 \geq (1 - \epsilon)\alpha^2$ for any $\epsilon > 0$. It follows that

\[ d(C, A_{k+1})^2 \geq (1 - \epsilon)(k + 1)^2\alpha^2 = (1 - \epsilon)(k + 1)\|A - A_k\|_F^2 \]

For $r > k, \xi = F$, $\alpha \geq 1 + \frac{2k}{r}$ [20]. In spectral norm, in the case $r = k$, a lower bound for $\alpha$ is $\frac{n}{r}$ [18], whereas in the case $r > k$, a lower bound of $\frac{n}{r}$ was given by Boutsidis et al. [5].

The question of finding lower bounds for the ratios

\[
\frac{\|A - \Pi_{C,k}^\xi(A)\|_F^2}{\|A - \Pi_{C_{opt},k}^\xi(A)\|_F^2} \quad \frac{\|A - CC^+A\|_F^2}{\|A - C_{opt}C_{opt}^+A\|_F^2}
\]

where $C_{opt}$ is the optimal column choice have not, to the best of our knowledge, been addressed in the literature. It is however interesting, as it would provide insight on the approximability of this problem.

### 3.2.2 Existing guarantees

Again, we consider the ratio

\[ \alpha = \frac{\|A - \Pi_{C,k}^\xi(A)\|_F^2}{\|A - A_k\|_F^2} \]

For the case $r = k, \xi = 2$, the best known result comes from the numerical linear algebra literature [39]. The approximation factor is of $\alpha = f^2k(n - k) + 1$ for any
The algorithm requires \( O((m + n \log f)n^2) \) operations.

For the case \( r > k, \xi = 2 \), a near-optimal factor of \( O(\xi) \), where \( \rho \) is the rank of \( A \), was obtained by Boutsidis et al. [5].

When \( r = k, \xi = F \) the best known approximation factor is \( k + 1 \) [18].

When \( r > k, \xi = F \) a near-optimal factor of \( 1 + O(\xi) \) can be achieved [5].

Since \( \| A - \Pi^\xi_{C,k}(A)\|_\xi^2 \geq \| A - CC^+ A\|_\xi^2 \), any algorithm providing an approximation guarantee for ESSP with \( r > k \) translates directly to \( r \)-CSSP. For the case \( r > k, \xi = F \), the ratio for \( r \)-CSSP can be improved up to \( \frac{r+1}{r-k+1} \), which is in fact optimal [40].

Recently, it was shown that an approximation of factor \( (1 - \epsilon) \) with respect to the optimum can be obtained for the maximization equivalent of the GCSSP picking \( O\left(\frac{k}{\sigma_k^2(S)}\right) \) columns with a greedy algorithm, where \( \sigma_k^2(S) \) is the square of the smallest singular value of an optimal matrix [1]. In a similar result, the greedy choice of \( \tilde{O}\left(\frac{k}{\sigma_k^2(A)}\epsilon^2\right) \) columns leads to a \( (1 + \epsilon) \) approximation of \( \| A - A_k\|_F^2 \) [16].

### 3.2.3 Open problems

As shown in this section, the literature is now rich in results for the different variants of column subset selection. Near-optimal polynomial-time algorithms have been shown to exist for ESSP and CSSP. However, there remains a variety of questions left to answer surrounding this topic. We enumerate some of these below:

- Can \( \Pi^2_{C,k} \) be computed exactly in polynomial time? This problem was highlighted by Boutsidis et al. [5].

- Can the optimum of GCSSP be approximated to a factor of \( 1 + \epsilon \) with a number of columns independent of \( \sigma_k(S) \)?

- More generally,
what is the best approximation factor we can hope to achieve for GCSSP in polynomial time?

what is the best additive error approximation we can hope to achieve for GCSSP in polynomial time?
Chapter 4

Background

In this section we offer an overview of some of the most relevant concepts that arise in the literature related to column subset selection problems.

4.1 Rank-revealing QR factorizations

The CSSP can be traced back to early works in numerical linear algebra describing rank-revealing matrix factorizations. These methods were motivated by the need to solve ill-conditioned linear systems numerically [35, 36], leading to the so-called QR decomposition with column pivoting (QRP) [9]. The issue at hand can be illustrated as follows. Given a full column-rank matrix $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$, consider a linear system:

$$Ax = b$$

The approximate solution is given by $x = (A^T A)^{-1} A^T b$. If $A$ is nearly numerically rank-deficient — i.e. it has a large condition number — then the inverse $(A^T A)^{-1}$
is prone to large numerical errors. Thus, we are interested in finding a subset of columns of $A$ that are well-conditioned, but without significantly undermining the ability of the full matrix to approximate $b$.

This notion is formalized through the concept of rank-revealing factorizations. We limit our exposition to QR decompositions, although rank-revealing factorizations can be of other types [64].

**Definition 1. Rank-revealing QR factorization**

*Given a matrix $A \in \mathbb{R}^{m \times n}$, we consider a factorization of the form*

$$A \Pi = QR = Q \begin{pmatrix} R_{11} & R_{12} \\ R_{22} \end{pmatrix}$$  \hspace{1cm} (4.1)

*where $Q$ is orthogonal, $\Pi$ is a permutation matrix, $R_{11} \in \mathbb{R}^{k \times k}$. This factorization is said to be rank-revealing if*

$$\sigma_{\min}(R_{11}) \geq \frac{\sigma_k(A)}{p_1(k,n)}$$

$$\sigma_{\max}(R_{22}) \leq \sigma_{k+1}(A)p_2(k,n)$$

*where $p_i(k,n)$ are functions bounded by low-degree polynomials in $k$ and $n$.*

If the matrix $A$ has numerical rank $k$, the high-order gap between $\sigma_k(A)$ and $\sigma_{k+1}(A)$ will be revealed by an adequate choice of $\Pi$. The reader wondering why this is the case should note that by the nature of the $QR$ decomposition, if the block $R_{22}$ is “small”, then most of the content of matrix $A$ can be explained by a subspace of dimension $k$. These factorizations enjoy varied applications [13].

The relevance of these factorizations in this thesis arises from the following fact.
If $C = A\Pi_{[k]}$ then

$$\|A - CC^+A\|_2^2 = \|R_{22}\|_\xi^2$$

Therefore, any bound on the block $R_{22}$ translates immediately to the CSSP, both in Frobenius and in spectral norm.

In the numerical linear algebra literature, bounds are usually found for $\|R_{22}\|_2$. These can easily be applied to the Frobenius norm by observing the following:

$$\|R_{22}\|_F^2 \leq \text{rank}(R_{22}) \|R_{22}\|_2^2 = \text{rank}(R_{22}) \sigma_1(R_{22})^2$$

One of the first methods for finding such a factorization is due to Chan [12], and guarantees $p_2(k, n) = \sqrt{n(n - k)2^{n-k}}$ in $O(mn^2)$ running time. A subsequent result by Gu & Eisenstat [39] yields the best known guarantee for the choice of exactly $k$ columns in a deterministic fashion. Their algorithm runs in $O((m + n \log f n)n^2)$ time and ensures $p_2(k, n) = \sqrt{f^2k(n - k) + 1}$ for any $f > 1$, which is the guarantee mentioned in section 3.2.2.

### 4.2 The CUR decomposition

The CUR decomposition [22] factorizes $A \in \mathbb{R}^{m \times n}$ as

$$A = CUR$$

where $C$ is a subset of $k$ columns of $A$, $R$ is a subset of $r$ rows and $U = C^+AR^+$ is chosen to minimize the reconstruction error in Frobenius norm. Column subset selection is a special case where $R = A$, which by the definition of the pseudoinverse
results in

\[ \text{CUR} = \text{CUA} = \text{CC}^+ \text{AA}^+ \text{A} = \text{CC}^+ \text{A} \]

The CUR decomposition is motivated by the same reasons as column subset selection, namely the difficulty to interpret matrix factorizations like the singular value decomposition. In addition, the reduced matrix size results in more efficient computations. An algorithm achieving \( \epsilon \|A\|_F \) additive error was described by Drineas et al. [22]. A near-optimal algorithm was given recently by Boutsidis and Woodruff, achieving \((1 + \epsilon)\) multiplicative error with \(O\left(\frac{k}\epsilon\right)\) rows and columns.

### 4.3 Randomized algorithms

Randomization has brought significant progress to the column subset selection landscape. In addition to their importance, the techniques underlying most randomized approaches motivate the choice of the heuristic we study in this thesis. We therefore devote part of our discussion to some of the most relevant results.

Most work in this area stems from the seminal paper by Frieze and Vempala [31], who showed that given a matrix \(A\), in time polynomial in \(k, \frac{1}{\epsilon}\), we can construct a description of a matrix \(D^*\) that approximates the best rank-\(k\) approximation of \(A\) to additive error, i.e.

\[ \|A - D^*\|_F^2 \leq \|A - A_k\|_F^2 + \epsilon\|A\|_F^2 \]

The description is a matrix of orthonormal columns \(Y\) such that \(AD^* = AYY^T\). That is, the algorithm produces a set of orthonormal vectors.

In order to obtain the approximation guarantee, certain sampling assumptions are made. Namely, that we can sample rows from \(A\) such that row \(i\) is chosen with
probability

\[ P_i \geq c \frac{\|A_i\|_2^2}{\|A\|_F^2} \]

for some constant \( c \leq 1 \), and from a row \( i \) we can sample entry \( j \) with probability

\[ Q_{ji} \geq c \frac{P_{ij}}{P_i}, \quad P_{ij} = \frac{A_{ij}^2}{\|A\|_F^2} \]

The importance of these assumptions becomes apparent in the algorithm, which can be described as follows:

1. Sample \( p \) rows from \( A \) independently, where row \( i \) is sampled with probability

\[ P_i \geq c \frac{\|A_i\|_2^2}{\|A\|_F^2}. \]

2. Form matrix \( S \in \mathbb{R}^{p \times n} \). \( A_i/\sqrt{pP_i} \) is a row of \( S \) if \( A_i \) was sampled.

3. Sample \( p \) columns from \( S \) independently, where row \( j \) is sampled with probability

\[ P'_j \geq c \frac{\|S_j\|_2^2}{2\|S\|_F^2}. \]

4. Form matrix \( W \in \mathbb{R}^{p \times p} \). \( S_j/\sqrt{pP'_j} \) is a column of \( S \) if \( S_j \) was sampled.

5. Compute the top \( k \) singular vectors of \( W \), \( u^{(1)}, \ldots, u^{(k)} \).

6. Let \( T = \{ t : \|Wu^{(t)}\|_2^2 \geq c \frac{\|A\|_F^2}{\|W\|_F^2} \}. \) Output \( v^{(t)} = \frac{S^T u^{(t)}}{\|W^{(t)}u^{(t)}\|_2} \) for \( t \in T \).

The output vectors \( v^{(t)} \) are the description of the matrix \( D^* \). An important detail for performance is that for the second sampling step, we do not need to compute \( \|S\|_F^2 \), as we can take advantage of the fact \( \sum_{i \in I} \frac{Q_{ji}}{P_j} \geq c \frac{\|S_i\|_2^2}{2\|S\|_F^2} \), where \( I \) is the set of row indices that were sampled and added to \( S \), to suitably define \( P'_j \).

The main insight behind this algorithm is that a random sample of a matrix must provide an approximation of said matrix. The crucial question is then which properties should the sampling process satisfy such that said approximation is good.
A key ingredient for this purpose is the following fact. If we take a sample $S$ of $s$ rows of $A$ and define

$$w^{(t)} = \frac{1}{s} \sum_{i \in S} \frac{u_i^{(t)}}{P_i} A_i,$$

then

$$E \left[ \|w^{(t)} - \sigma_t v^{(t)}\|_2^2 \right] \leq \frac{1}{sc} \|A\|_F^2.$$

What these statements mean is the following. Observe that $U^T A = \Sigma V^T$, that is, $\sum_i u_i^{(t)} A_i = \sigma_t v^{(t)}$. This implies that using a scaled sample of $s$ rows we can get a bounded-error approximation (in expectation) of $\sigma_t v^{(t)}$.

Another key ingredient is the fact that a sample of $p$ scaled rows taken according to the scheme described above provides a good approximation of $A^T A$. Specifically,

$$Pr(\|S^T S - A^T A\|_F \geq \theta \|A\|_F^2) \leq \frac{1}{\theta^2 cp}$$

for any $\theta > 0$. The same result can of course be used for column sampling.

Using these tools, it is possible to prove the additive error approximation of the resulting low-rank approximation. The intuition behind this approach might seem obvious; a random sample of a matrix approximates said matrix, of course. However, these results formalized the extent to which this is true, and how to exploit the structure of the matrix to sample judiciously. In addition, they laid the groundwork for many of the subsequent advances in randomized linear algebra.

\footnote{Note that even though the work of Frieze, Kannan & Vempala was published in 2004, a preliminary version of the paper appeared in the Proceedings of the 39th Symposium on Foundations of Computer Science in 1998.}
4.3.1 Adaptive and volume sampling

The sampling approach introduced by Frieze et al. [31] was improved using a technique called *adaptive sampling* [19]. This method arises from the simple observation that sampling independently can lead to the choice of redundant columns. Consider a sample of \( t \) sets of \( s \) columns of matrix \( A \). Define \( E_j = A - C_jC_j^\top A \), where \( C_j = A \bigcup_{i=1}^{j-1} S_i \). Column \( i \) is picked with probability

\[
p_i^{(j)} = \frac{\| (E_j)_i \|_2^2}{\| E_j \|_F^2}
\]

That is, we build each column sample by considering the residual of \( A \) not explained by the previously sampled columns. This process decreases the additive error exponentially.

A technique that generalizes this notion is known as *volume sampling* [19], and consists in sampling subsets of columns with probability proportional to the volume of the simplex they form. Note that the addition of a redundant column will not result in an expansion of the volume spanned by the simplex. *Volume sampling* leads to multiplicative error of factor \( k + 1 \). Deshpande et al. gave an existence result showing that any matrix contains \( k + \frac{k(k+1)}{\epsilon} \) columns achieving a \( (1 + \epsilon) \) relative error approximation, and based on this fact they described a polynomial-time approximation scheme (PTAS) for projective clustering.

4.3.2 Leverage score sampling

Boutsidis et al. achieved notable approximation improvements for picking exactly \( k \) columns using a method known as leverage-score sampling. The \( i \)-th leverage score
of a matrix $A$ can be defined as

$$p_i = \frac{1}{z} \| (V_k)_i \|^2_2$$

where $V_k$ is a matrix whose columns are the first $k$ right singular vectors of $A$ and $z$ is a normalizing constant. By sampling columns independently with probabilities proportional to these values and then reducing the sample to exactly $k$ columns using a factorization with pivoting, the authors achieve an approximation factor of $O(k^2 \log k)$ in Frobenius norm. A slight modification of the leverage scores permits guarantees in spectral norm as well.

### 4.4 Heuristics

The theoretical computer science community has yielded a large wealth of algorithmic results, providing near-optimal approximation guarantees for some of the varied forms in which column subset selection might present itself. These methods generally measure the quality of the obtained low-rank approximation and the related analyses rely heavily on their linear-algebraic properties. However, there is still a significant interest in studying the performance of purely combinatorial approaches. On one hand, not much is known about the hardness of approximation of column subset selection problems in general, as tight examples exist only for best rank-$k$ subspaces. On the other, traditional combinatorial algorithms are generally much more convenient for practical implementation and exhibit good empirical performance [28, 27, 62]. Furthermore, recent works provide approximation guarantees for methods in this category [1, 16, 63].

Here we discuss some of the most relevant heuristics and the associated results.
4.4.1 Greedy algorithm

One of the most popular heuristics for column subset selection is the greedy algorithm. In addition to providing remarkable empirical performance, it can be implemented very efficiently [28, 27].

The greedy optimization of the CSSP objective is based on the following observation. Let \( A \in \mathbb{R}^{m \times n} \) and let \( C \) be a matrix composed by a proper subset of the columns of \( A \). Let \( \hat{C} \) denote the matrix that results from adding a column of \( A \) to \( C \), that is \( \hat{C} = (C|A_w) \) for some column index \( w \). Then

\[
A - \hat{C} \hat{C}^+ A = A - CC^+ A - E_{iw} E_{iw}^+ E
\]  

where \( E = A - CC^+ A \). This is easily seen considering that \( CC^+ \) is a projection onto the space spanned by the columns of \( C \), and therefore all the columns of \( E \) are orthogonal to those of \( CC^+ A \).

Equation 4.2 implies that we can easily perform a greedy selection of columns, by updating \( A \) at each step to obtain the corresponding residual \( E \) and choosing a column \( w \) of \( E \) to minimize \( \|E - E_{iw} E_{iw}^+ E\|_F^2 \). Furthermore, the minimizing column can be found efficiently. In [28] it is shown that

\[
\arg\min_i \|E - E_{iw} E_{iw}^+ E\|_F^2 = \arg\max_i \frac{\|G_i\|_2^2}{G_{ii}}
\]  

where \( G = E^T E \). In addition, the values of \( \|G_i\|_2^2 \) and \( G_{ii} \) for all \( i \) can be updated efficiently every time we incorporate a new column to our subset [28]. Finally, the algorithm can be effectively run in a distributed manner taking advantage of the celebrated result known as Johnson-Lindenstrauss Lemma [47, 27].

Çivril & Magdon-Ismail showed that if the greedy algorithm chooses \( r = \tilde{\Omega}\left(\frac{k \log k}{\epsilon^2 \sigma_n(A)}\right) \),
then
\[ \| A - CC^+ A \|_F^2 \leq (1 + \epsilon)^2 \| A - A_k \|_F^2 . \]

In subsequent work, an approximation scheme was given for the optimal solution [1]. If the greedy algorithm chooses \( r = \Omega\left(\frac{k}{\sigma_n(A)}\right) \) columns, where \( S \) is an optimal \( k \)-column submatrix, then
\[ \| CC^+ A \|_F^2 \geq (1 - \epsilon) \| SS^+ A \|_F^2 . \]

This work targets the maximization of \( \| CC^+ A \|_F^2 \), which is equivalent to the minimization of \( \| A - CC^+ A \|_F^2 \). The required number of columns is moreover shown to be optimal in the sense that there exists an instance of the problem where the greedy algorithm will need \( \Omega\left(\frac{k}{\sigma_k(S)}\right) \) to approximate the optimum accordingly.

These results are strong. However, it would be interesting to determine whether other heuristics can achieve similar approximations without a dependence on \( \sigma_k(S) \) or \( \sigma_n(A) \). The value of \( \sigma_n(A) \) can be arbitrarily small. In the case of \( \sigma_k(S) \), the authors assume the columns of \( S \) to be normalized to unit norm, so \( \sigma_k(S) \) is guaranteed to be at most 1, and can also be arbitrarily small. In the case of data coming from real-world measurements, the optimal subset is likely to be well-conditioned. However, a certain amount of correlation is to be expected. This can result in a significant increase in the number of columns required by the greedy algorithm to guarantee the desired relative approximation.

### 4.4.2 A* search

Since column subset selection is most likely NP-hard, practical algorithms often focus on finding approximate solutions. The optimal subset can be found by naively
enumerating all \( \binom{n}{k} \) candidates and computing their approximation error. This, however, is infeasible for even moderate values of \( n, k \). In cases where finding the optimal subset is of interest, it is compelling to attempt to design algorithms that can do this more efficiently.

A proposal along these lines is an adaptation of A* search [66] to column subset selection [2]. Column subsets are nodes in the search graph, which is pruned taking advantage of the following bound

\[
\| A - C_{OPT}^+ C_{OPT} A \|_F^2 \leq (k + 1) \| A - A_k \|_F^2
\]

where \( C_{OPT} \) is an optimal \( k \)-column subset. The computation of the eigenvalues of the residuals at each step are significantly optimized to produce a relatively efficient algorithm.

Even if the algorithm can find an optimal subset faster than a naive method, the problem remains intractable for moderately large values of \( n \) and \( k \). Nevertheless, it can be useful for some purposes, such as evaluating the performance of algorithms with respect to the optimum or testing theoretical claims.
Chapter 5

Efficient local search

As discussed in chapter 4, column subset selection has received considerable attention from the theoretical point of view, and near-optimal approximation algorithms are known for some variants of the problem. However, even though there exist asymptotically optimal algorithms, these are often impractical, involving large or even unknown constants —see, for instance, the complete version\(^1\) of [7]. Therefore, it is interesting to assess how well we can do in practice with easy-to-implement heuristics. Here we examine a well-known heuristic for combinatorial optimization, namely local search.

Our main focus is on the empirical performance and the efficiency of the algorithm. However, we also pay attention to the theoretical properties of the algorithm, carrying out analyses to provide insight on its behaviour and deriving elementary approximation guarantees.

The motivation of using local search for column subset selection is based on the following key idea: some of the methods we have discussed in chapter 4 attempt

\(^1\)https://arxiv.org/pdf/0812.4293
to find good subsets by examining columns individually. In the case of randomized methods this is mainly due to the convenience of sampling independently, which simplifies the analysis significantly. Consider, for instance, leverage-score sampling (see section 4.3.2). The leverage score is large for a matrix column if it is similar to a left singular vector. Since \( V_k \) is a submatrix of an orthogonal matrix, high-scoring columns tend to be isolated in that regard. However, we have observed that in real datasets this isolation is rare, and fairly correlated columns can have similar moderately high scores. This can lead to columns with a considerable amount of redundancy being sampled at the expense of candidates that might contribute more to the final subset despite their relatively low leverage scores. This is alleviated in part by adaptive sampling (see section 4.3.1), but one still has to sample an initial subset of \( k/\epsilon \) columns.

A similar problem affects the greedy algorithm (see section 4.4.1), which is in fact a drawback of greedy algorithms in any hard combinatorial setting. Columns are picked one by one, choosing the one that minimizes the objective function accounting for the ones chosen before. This scheme, however, does not account for the fact that more columns will be chosen afterwards. The example below illustrates how a greedy approach might fail. Let us consider the following matrix.

\[
\begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 + \epsilon & 0 \\
1 & 0 & 0 & 1 + \epsilon \\
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

(5.1)

for some small \( \epsilon \). Let us consider that we want to pick \( k \) columns. The best choice for
$k = 1$ is the first column. However, that column does not belong to the best subset for $k = 2$, which contains the second and fourth. A greedy approach would choose the first column at the first iteration and never discard it, resulting in a sub-optimal final subset even in this very simple example.

The local search algorithm, on the contrary, starts from a random subset and updates feature choices taking the entirety of the subset into account. An interesting empirical observation is that even a single iteration will often yield better results than other algorithms, despite the fact that the initial subset is picked uniformly at random.

A drawback of local search is that a straightforward implementation would be very inefficient. We therefore derive a series of non-trivial optimizations that make it possible to draw subsets of tens or hundreds of features in a few seconds or milliseconds on a consumer-grade computer.

### 5.1 Implementation

Algorithm 1 is an adaptation of local search for CSSP. For an input matrix $A \in \mathbb{R}^{m \times n}$ let us consider that we want to pick $k$ columns. First, an initial subset $R$ of $k$ columns is chosen uniformly at random without replacement (line 2), forming a matrix $C = A_R \in \mathbb{R}^{m \times k}$. Then, the algorithm iterates until convergence as follows. For $i = 1, \ldots, k$, column $i$ is removed from $C$, forming matrix $\tilde{C} \in \mathbb{R}^{m \times k - 1}$, and is replaced by another column such that the objective function (3.1) is minimized over all possible $n - k + 1$ replacements (we don’t rule out the column we removed). The algorithm converges when no single column replacement yields an improvement in the objective function anymore.
Algorithm 1 Local search for column subset selection

1: procedure LocalSearch($A, k$)
2: $R \leftarrow \text{uniSampleWithoutReplacement}([1 \ldots n], k)$
3: $C \leftarrow A_R$
4: Compute $C^+$
5: while not converged do
6:     for $i = 1, \ldots, k$ do
7:         $\tilde{C} \leftarrow \text{CH}_k$
8:         $w \leftarrow \text{argmin}_j \| A - (\tilde{C}|A_j)(\tilde{C}|A_j)^+ A \|_F$
9:         $C' \leftarrow (\tilde{C}|A_w) \setminus i$
10:        $R[i] \leftarrow w$
11:     end for
12: end while
13: output $R$
14: end procedure

LocalSearch can find very good approximations to the CSSP objective function. However, it can be very slow when the values of $k$ and $n$ grow slightly. We now present a series of derivations that enable the design of an efficient, equivalent algorithm.

In [28], it is shown that when the column subset is constructed in a greedy fashion, the next minimizing column can be found fast. In our case we cannot rely on this fact, since our algorithm does not construct the subset greedily, but rather it runs by iteratively removing one column and replacing it with a new one. We nevertheless use some results proved in [28]. If we have a column subset of $A$, forming matrix $C$, the following theorem provides us with a simple expression to identify the best single column to append to matrix $C$, based on the matrix $E = A - CC^+ A$.

Theorem 1. Let $A \in \mathbb{R}^{m \times n}$. For some $k \in \mathbb{N}, k < \text{rank}(A)$ let $C \in \mathbb{R}^{m \times k}$ be a
matrix comprised of a subset of the columns of $A$. Let $E = A - CC^+ A$. Then

$$\text{argmin}_i \| A - (C|A_i)(C|A_i)^+ A \|_F = \text{argmax}_i \frac{\|E^T E_i\|_2^2}{\|E_i\|_2^2}$$

This means that if we have computed matrix $E$, we can easily find the best column to add. If we define $F = E^T E$, we can express this objective as

$$\text{argmax}_i \frac{\|F_{i:}\|_2^2}{F_{ii}}$$

(5.2)

In [28], efficient formulae are given for recomputing $\|F_{i:}\|_2^2$ and $F_{ii}$ once a column has been appended to matrix $C$. Our algorithm, however, does not build the column subset incrementally, but it iteratively replaces each column by another. Therefore, not only does it require to update these values when a column is added to $C$, but also when it is removed (or equivalently zeroed out to be replaced by a different one). We now present a series of derivations that allow us to do this efficiently.

The key derivations are the efficient update of the Moore-Penrose pseudoinverse of $C$, the subsequent efficient update of the residual matrix $E = A - CC^+ A$ and the fast update of the numerator and denominator of (5.2) to determine the winning column at each step of the algorithm.

We first point out how to update the Moore-Penrose generalized inverse of $C$. In [57], efficient formulae for rank-1 updates of this type of matrix are provided. Six different cases are considered, depending on the nature of the vectors in which the update can be decomposed. We employ this result to derive efficient updates in our context. Note that proofs for all original results presented here can be found in appendix A.

**Proposition 1.** Let $A \in \mathbb{R}^{m \times n}$. For some $k \in \mathbb{N}, k < \text{rank}(A)$ let $C \in \mathbb{R}^{m \times k}$ be
a matrix comprised of a subset of the columns of $A$ such that rank($C$) = $k$. Let $\tilde{C} \in \mathbb{R}^{m \times k}$ be the matrix resulting from zeroing-out column $i$ in $C$ (i.e., column $i$ of $\tilde{C}$ is comprised uniquely of zeros). Let $\rho = ((C^+_i)_i^T$ (the $i$-th row of $C^+$ as a column vector). Then

$$\tilde{C}^+ = C^+ - \|\rho\|_2^2 C^+ \rho^T$$

Second, we indicate how to update the residual matrix $E$ when a column is removed.

**Proposition 2.** Let $\tilde{C} \in \mathbb{R}^{m \times k} = CH^i_k$, $E = A - CC^+ A$, $\tilde{E} = A - \tilde{C}C^+ A$, $\rho = ((C^+_i)_i^T$. Then

$$\tilde{E} = E + C_i \rho^T A + \|\rho\|_2^{-2} \tilde{C}C^+ \rho^T A$$

We now provide efficient formulae to compute (5.2). We define $F = E^T E, \tilde{F} = \tilde{E}^T \tilde{E}$ and the vectors

$$f = (\|F_1\|_2^2, \ldots, \|F_n\|_2^2)$$
$$g = (F_{11}, \ldots, F_{nn})$$
$$\tilde{f} = (\|\tilde{F}_1\|_2^2, \ldots, \|\tilde{F}_n\|_2^2)$$
$$\tilde{g} = (\tilde{F}_{11}, \ldots, \tilde{F}_{nn})$$

**Proposition 3.** Let $\delta = (\tilde{E}_j)^T \tilde{E}$ and $\gamma = E^T E \delta$. Then

$$\tilde{f} = f + \|\delta\|_2^2 (\delta \circ \delta) \delta_j^{-2} + 2(\gamma \circ \delta) \delta_j^{-1}$$
$$\tilde{g} = g + (\delta \circ \delta) \delta_j^{-1}$$
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The objective to find the current best column is

\[ \text{argmax}_i \frac{\tilde{f}_i}{\tilde{g}_i} \]

Equivalent derivations yield the update formulae to use when a column is chosen and added to the subset:

\[ f = \tilde{f} + \|\delta\|_2^2(\delta \circ \delta)\delta_j^{-2} - 2(\gamma \circ \delta)\delta_j^{-1} \]

\[ g = \tilde{g} - (\delta \circ \delta)\delta_j^{-1} \]

We now give an efficient formula to update \( C^+ \) once the winning column of the current iteration is added.

**Proposition 4.** Let \( C \in \mathbb{R}^{m \times k} \) be the matrix resulting from adding column \( w \) of \( A \) to \( \tilde{C} \) at position \( i \). Let \( \omega = \tilde{E}_{iw} \). Then

\[ C^+ = \tilde{C}^+ - \|\omega\|_2^{-2}(\tilde{C}^+ A_{iw}\omega^T - e_i\omega^T) \]

Finally, since in this case we have added a column to the subset, we can employ the result proved in lemma 2 of [28] to update \( E \).

\[ E = \tilde{E} - \omega \omega^T \tilde{E} \|\omega\|_2^{-2} \]

(5.3)

where \( \omega = \tilde{E}_{iw} \).

These derivations enable the design of EfficientLocalSearch (Algorithm 2), equivalent to LocalSearch but much more efficient.

Despite the efficiency of EfficientLocalSearch, two problems can still arise.
First, if \( m \) is sufficiently large the running time can be prohibitive and the matrix might not fit in main memory. Second, the initial computation of \( f \) and \( g \) (for (5.2)) requires the computation of the product \( E^T E \in \mathbb{R}^{n \times n} \). If \( n \) is too large, this imposes significant memory and computational requirements. We now show how to address these two potential problems.

**Dealing with huge matrices**

We now prove two results that allow us to deal with matrices comprised of a large number of rows or a large number of columns. The next theorem implies that in order to find an approximation to the solution of the CSSP on a \( m \times n \) matrix, we can operate on an \( n \times n \) matrix and obtain the same result. An example of the benefits brought by this result is the following. We ran our algorithm on a commodity four-core PC with 8GB of RAM on a dataset of 11,000 rows (the USPS dataset described in section 7.1). Without using the result from Theorem 2 the algorithm took over 6 seconds. Using it, the running time was reduced to 0.28 seconds.

This result can also be beneficial when dealing with matrices with a huge number of rows that do not fit in main memory. These can be preprocessed fast taking advantage of distributed computing platforms such as Apache Spark [25], which provide efficient parallelized implementations of the singular value decomposition. The resulting matrix is compact and can therefore be processed by our algorithm in the main memory of a modest machine.

**Theorem 2.** Let \( A \in \mathbb{R}^{m \times n} \), \( m > n \), \( \text{rank}(A) = n \) and let \( U^T AV = \Sigma \) be its singular value decomposition. Let \( S^{n \times k} \) be the set of \( n \times k \) column sampling matrices (permuted...
and column-truncated identity matrices). Then

$$\arg\min_{S \in \mathcal{S}^{n \times k}} \|A - AS(AS)^+A\|_F^2$$

$$= \arg\min_{S \in \mathcal{S}^{n \times k}} \|\Sigma V^T - \Sigma V^T S(\Sigma V^T S)^+ \Sigma V^T\|_F^2$$

(5.4)

**Applying Theorem 2** In order to apply this theorem, if the input matrix $A$ is such that $m \gg n$, then $A$ should be replaced with $\Sigma V^T$ on entry.

The following theorem implies that we do not need to compute the product $E^T E$ explicitly, which could impose prohibitive memory requirements for large values of $n$, i.e. large numbers of columns.

**Theorem 3.** For some matrix $A$ and a column subset $C$, let $E = A - CC^+ A$ and let $E = U\Sigma V^T$ be its singular value decomposition. Let $f_i = \|E_i\|_2^2$, $g_i = \|E_i\|_2^2$. Then

$$f_i = \|(\Sigma^2 V^T)_i\|_2^2$$

$$g_i = \|(\Sigma V^T)_i\|_2^2$$

This result is especially advantageous when the rank of our data matrix is much smaller than the number of columns, a circumstance that arises frequently in certain domains such as bioinformatics or image processing.

**Applying Theorem 3** This theorem can be applied to our algorithm as follows. If the input matrix $A$ is such that $m \ll n$, $E = A - CC^+ A$ and $E = U\Sigma V^T$ is the singular value decomposition of $E$, then lines 3 and 4 of EfficientLocalSearch should be replaced by

$$F \leftarrow \Sigma^2 V^T$$
Complexity analysis

The complexity of EfficientLocalSearch is dominated by the initial requirement to compute either $A^TA$ or the singular value decomposition of $A$. Given efficient and parallelized implementations of these operations, however, the running time in practice is generally more heavily impacted by the complexity of the loop. The main operations to be performed are the updates of $C^+$ and $E$ (when removing and when adding a column) and the computation of $\delta$ and $\gamma$. The computation of the pseudoinverse generally takes $O(mk^2)$ time. However, taking advantage of propositions 1 and 4 this can be done in $O(mk)$ time, while $E$ is updated twice in $O(mn)$ time. On the other hand, $\delta$ and $\gamma$ can be computed in $O(mn)$ time, and $f$ and $g$ in $O(n)$. We therefore have that the necessary operations in the loop take $O(2mk + 3mn + 4n) = O(mn)$ time (note that $k$ is always smaller than the rank of the input matrix). Since these operations are run for each column of the candidate subset, each iteration requires $O(mnk)$ operations. If $m \gg n$, using Theorem 2 the complexity of the loop can be reduced to $O(n^2k)$ at the cost of an $O(mn^2)$ operation at the beginning of the algorithm. Since existing implementations of the SVD are very efficient and often run in parallel, this can yield significant benefits in practice. The product $E^TE$ at the beginning takes $O(mn^2)$, but if $n > m$ this can be reduced to $O(m^2n)$ using Theorem 3.
5.2 Analysis

In this section we present a formal analysis of the behaviour of the proposed algorithm.

The following lemma, which provides a lower bound for the increment at each iteration of the greedy algorithm, is crucial in the derivation of our results. Note that this lemma is stated in terms of $\|CC^+A\|_F^2$, whose maximization is equivalent to minimizing $\|A - CC^+A\|_F^2$.

Lemma 1. [1] Let $B$ be the solution to the CSSP in Frobenius norm and let $\tilde{C}$ be a column subset of the target matrix $A$ such that $\|\tilde{C}\tilde{C}^+A\|_F \leq \|BB^+A\|_F$. Let us assume that the columns of $B$ are normalized to unit norm. Then there exists a column $v$ in $B$ such that if $C = (\tilde{C}|v)$

$$\|CC^+A\|_F^2 - \|\tilde{C}\tilde{C}^+A\|_F^2 \geq \sigma_k^2(B) \frac{(\|BB^+A\|_F^2 - \|\tilde{C}\tilde{C}^+A\|_F^2)^2}{4k\|BB^+A\|_F^2}$$

We can now derive a first lower bound for the norm recovered by local search. Here we consider that the columns of $B$ are normalized so that we can use lemma 1, but note that scaling this matrix does not affect the solution.

Lemma 2. Let $C$ be the matrix output by Algorithm 1, and let $B$ be the solution to the CSSP for some input matrix $A$ and some integer $k \geq 2$. Let the columns of $B$ be normalized to unit norm. Then

$$\|CC^+A\|_F^2 \geq \sigma_k^2(B) \frac{\sigma_k^2(BB^+A)}{4\|BB^+A\|_F^2} + \sum_{i=n-k+2}^n \sigma_i^2(A)$$

We now show that a locally optimal solution with any number of columns greater than 1 enjoys multiplicative approximation guarantees with respect to an optimal
Lemma 3. Let \( C \in \mathbb{R}^{m \times k'} \) be the matrix output by Algorithm 1 for \( k' \geq 2 \), and let \( B \) be the solution to the CSSP for some input matrix \( A \) and some integer \( k \geq 2 \). Let the columns of \( B \) be normalized to unit norm. Then

\[
\|CC^+A\|_F^2 \geq O \left( \frac{\sigma_2^2(B)}{k} \right) \|BB^+A\|_F^2
\]
Algorithm 2: Efficient implementation of local search for column subset selection

1: \textbf{procedure} EfficientLocalSearch$(A,k)$
2: \hspace{1em} $R \leftarrow \text{uniSampleWithoutReplacement}(1 \ldots n,k)$ \hspace{1em} \Comment{Optionally apply theorem 2 or 3}
3: \hspace{1em} $F \leftarrow E^T E$
4: \hspace{1em} $f_i \leftarrow \|F_{i,:}\|_2^2$; $g_i \leftarrow F_{ii}$ for $i = 1 \ldots n$
5: \hspace{1em} $C \leftarrow A_R$
6: \hspace{1em} \textbf{while} not converged \textbf{do}
7: \hspace{2em} \textbf{for} $i = 1, \ldots, k$ \textbf{do}
8: \hspace{3em} $j \leftarrow R[i]$
9: \hspace{3em} $\tilde{C} \leftarrow CH_i^k$ \hspace{1em} \Comment{Zero out column $i$}
10: \hspace{3em} $\tilde{C}^+ \leftarrow C^+ - \|\rho\|_2^2 C^+ \rho \rho^T$ \hspace{1em} \Comment{Prop. 1}
11: \hspace{3em} $S_1 \leftarrow C_i \rho^T A$
12: \hspace{3em} $S_2 \leftarrow \|\rho\|_2^2 \tilde{C} C^+ \rho \rho^T A$
13: \hspace{3em} $\tilde{E} \leftarrow E + S_1 + S_2$ \hspace{1em} \Comment{Prop. 2}
14: \hspace{3em} $\delta \leftarrow \tilde{E}^T_j \tilde{E}$; $\gamma \leftarrow E^T E \delta$
15: \hspace{3em} $\tilde{f} \leftarrow f + \|\delta\|_2^2 (\delta \circ \delta) \delta_j^{-2} + 2(\gamma \circ \delta) \delta_j^{-1}$
16: \hspace{3em} $\tilde{g} \leftarrow g + (\delta \circ \delta) \delta_j^{-1}$ \hspace{1em} \Comment{Prop. 3}
17: \hspace{3em} $w \leftarrow \text{argmax}_h \tilde{f}_h / \tilde{g}_h$
18: \hspace{3em} $\delta \leftarrow \tilde{E}^T_{w} \tilde{E}$; $\gamma \leftarrow \tilde{E}^T \tilde{E} \delta$
19: \hspace{3em} $f \leftarrow \tilde{f} + \|\delta\|_2^2 (\delta \circ \delta) \delta_w^{-2} - 2(\gamma \circ \delta) \delta_w^{-1}$
20: \hspace{3em} $g \leftarrow \tilde{g} - (\delta \circ \delta) \delta_w^{-1}$
21: \hspace{3em} $C^+ \leftarrow \tilde{C}^+ - \|\omega\|_2^2 (\tilde{C}^+ A_i \omega^T - e_i \omega^T)$ \hspace{1em} \Comment{Prop. 4}
22: \hspace{3em} $E \leftarrow \tilde{E} - \omega \omega^T \tilde{E} \|\omega\|_2^2$ \hspace{1em} \Comment{(5.3)}
23: \hspace{3em} $R[i] \leftarrow w$
24: \hspace{3em} $C \leftarrow A_R$
25: \hspace{2em} \textbf{end for}
26: \hspace{1em} \textbf{end while}
27: \hspace{1em} \textbf{Output} $R$
28: \textbf{end procedure}
Chapter 6

Regularization

So far we have examined column subset selection from a purely algorithmic perspective, that is, focusing on the complexity of the involved algorithms and the quality of the obtained approximations. However, additional considerations are required when using these tools in practice. To illustrate this we discuss the concept of regularization.

In all computational practices involving data analysis, regularization is essentially akin to the notion of Ockham’s razor. This principle is often attributed to 14th century logician William of Ockham\(^1\), and since it was first written it has taken many forms. We shall state it here in a way that is most frequently employed in scientific endeavours.

\[\text{In the face of two competing theories that make the exact same predictions, one should favor the simpler one}\]

\(^1\)Ockham is however not the first to have stated the principle. For a discussion on the matter, see https://www.britannica.com/topic/Occams-razor
The way this translates to the matters we currently concern ourselves with is best illustrated by an example. Imagine we are to build a model to make predictions about a certain phenomenon. We are given \( m \) measurements of the phenomenon in question. Each these measurements consists of a pair \((x_i, y_i) \in \mathbb{R}^2\), where \( x_i \) is the value of an independent variable and \( y_i \) is the observed value of the phenomenon.

We want to be able to predict the value of \( y_i \) for future observations of \( x_i \). Figure 6.1 provides a possible realization of this setting. The data have been generated by drawing each \( x_i \) from a uniform distribution between 0 and 1, and then setting 
\[ y_i = 1.2x_i + 0.8x_i^2 + \epsilon, \]
where \( \epsilon \) is normally distributed with 0 mean and a variance of 0.1.

A sensible first approach is to seek a linear function that relates the two variables, and then measure the approximation error as the squared difference between the prediction and the observation. This is known as least-squares estimation, or linear regression, and can be formulated as follows. If \( X = (x_1, \ldots, x_m)^T \) and \( y = (y_1, \ldots, y_m) \), we seek \( w \in \mathbb{R} \) so as to minimize

\[
\|Xw - y\|_2^2 = \sum_{i=1}^{m} (wx_i - y_i)^2
\]
The minimizer $\hat{w} = X^+y$ will result in the linear function depicted in figure 6.2. It might be the case that the resulting fit is unsatisfactory. We can nevertheless obtain a better fit if we enrich our matrix $X$ with more variables. A standard way to do this is to replace each observation $x_i$ with a $d$-degree polynomial in $x_i$:

$$p(x) = \sum_{j=1}^{d} \alpha_j x_i^j$$

We can now build an extended matrix $X_d$, where row $i$ equals $(x_i, x_i^2, \ldots, x_i^d)$. Our job now is to estimate the vector $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d)$ so as to minimize

$$\|X_d\alpha - y\|_2^2 = \sum_{i=1}^{m} \left( \sum_{j} \alpha_j x_i^j - y_i \right)^2$$

The obtained fit with $d = 10$, depicted in figure 6.3, is indeed better in the sense that the sum of squared errors decreases. However, if we attempt to use this model to make predictions outside the range of our observations, the result is preposterous. By considering high-order interactions, we have bestowed the model with significant “wiggle room”, enabling it to model noisy behavior. In other words, our model is
too complex.

This problem can be dealt with by regularizing the model. Roughly, regularization consists in somehow favoring simpler models—in some sense—at the expense of goodness-of-fit. It is therefore a specific way to put the Ockham’s razor principle to work.

In linear regression, one way to accomplish this is with the addition of a penalty term to the objective function.

\[
\min_{\alpha} \| X_d \alpha - y \|_2^2 + \lambda \| \alpha \|_2^2
\]

where \( \lambda \in \mathbb{R} \) is chosen to tune the amount of regularization. This encourages the choice of “small” coefficients, neglecting high-order interactions if their contributions to the minimization of the error is not significant. A regularized fit of the previously discussed data with \( \lambda = 1 \) is shown in figure 6.4. Even though the data are explained with lower precision, the quadratic nature of the true model is recovered more faithfully.

Regularization methods as the one depicted above are instrumental to successful
data processing in many domains. It is closely connected to Bayesian data analysis [33, 14] and is central to the success of machine learning methods [60, 72, 50]. We therefore argue that the application of column subset selection methods in practice is unlikely to be successful without the introduction of some form of regularization. In the rest of the chapter we propose an approach to accomplish this.

6.1 Regularization in column subset selection

An important drawback of low-rank approximation via column subset selection is that the matrix $CC^+A$ is unregularized, and therefore the coefficient matrix $C^+A$ can grow unbounded without incurring any penalty. This means that if the matrix $A$ contains contingent quirks (e.g. noisy measurements), any algorithm might yield spuriously expressive column subsets, which might later perform badly on new data.

Consider the following instance of GCSSP.

$$A = \begin{pmatrix} 1/2 \\ 1/2 \end{pmatrix}$$  

$$B = \begin{pmatrix} 1 & 1 & 0 \\ 0 & \epsilon & 1 \end{pmatrix}$$

Figure 6.4: Regularized polynomial fit
and \( k = 2 \). Denote the columns of \( B \) as \( v_1, v_2, v_3 \). Figure 6.5 illustrates this example. It is immediately apparent that matrix \( A \) can be expressed naturally in terms of columns \( v_1 \) and \( v_3 \). However, in the objective function, the column subset \( \{v_1, v_2\} \) attains the same value — \( A \) is approximated perfectly — even though \( \{v_1, v_3\} \) seems somehow a better choice. The difference between the two choices is revealed by the coefficients of \( B_+^S A \), where \( S \) is either \( \{v_1, v_2\} \) or \( \{v_1, v_3\} \). We have

\[
B_+^{\{v_1,v_2\}} A = \begin{pmatrix}
-\frac{1}{2} \left( \frac{1}{\epsilon} - 1 \right) \\
\frac{1}{2} 
\end{pmatrix}
\]

\[
B_+^{\{v_1,v_3\}} A = \begin{pmatrix}
1/2 \\
1/2 
\end{pmatrix}
\]

If \( \epsilon \) is small enough, the coefficients of \( B_+^{\{v_1,v_2\}} A \) become extremely sensitive to small variations. If these data are the product of natural measurements, the approximation of future observations using this model is thus likely to incur significant error, even though the GCSSP objective is indifferent to either column subset. The model obtained using \( \{v_1, v_3\} \) is in some sense more in tune with the Ockham’s razor.
principle, and is in fact likely to be much more robust for making predictions.

Our purpose in this chapter is to endow column subset selection with some form of regularization so that subsets leading to parsimonious approximations are favored. In addition, we want to derive an algorithm that is comparably efficient to the existing greedy method for the CSSP, and correctly optimizes each subproblem corresponding to the greedy approximation.

The main contributions of this section can be summarized as follows:

- We propose a regularized formulation of the column subset selection problem.

- We show that assuming certain conditions are met, there exists an algorithm that correctly computes a greedy step in essentially $O(\min\{mn, n^2\})$ time complexity. In addition, we show that a procedure can be developed to ensure that said conditions are met as we build the set $S$ incrementally, thus allowing us to derive an efficient, correct greedy algorithm for the problem.

- We discuss how this formulation can be inadequate for feature selection and propose an alternative objective, as well as an algorithm, to overcome this drawback.

- We offer a lower bound for the error of the proposed problems, which can serve to inform a stopping criterion.

### 6.2 Regularized greedy column subset selection

In this section we propose a modification of the CSSP objective to enable regularization. The same principles are applicable to the other variants of the problem.
The approach is as follows. If we observe that \( CC^+ A = C(C^T C)^{-1} C^T A \) (whenever the inverse exists), we can consider Tikhonov regularization for linear regression (ridge regression) and reformulate the CSSP as follows:

**Problem 5.** Given a matrix \( A \in \mathbb{R}^{m \times n} \), a positive integer \( k \leq n \) and \( \lambda \in \mathbb{R} \), let \( \mathcal{A}_k \) denote the set of \( m \times k \) matrices comprised of \( k \) columns of \( A \). Find

\[
\arg\min_{C \in \mathcal{A}_k} \| A - C(C^T C + \lambda I)^{-1} C^T A \|_F 
\]  

This problem is equivalent to the CSSP, but using a regularized approximation of the target matrix. By introducing the term \( \lambda \), we penalize subsets that would require very large coefficient matrices. We can therefore tune its value to trade off between goodness of fit and model complexity.

The problem of this approach is that the greedy algorithm described in section 4.4.1 is no longer applicable. The reason is that this greedy method, as described by Farahat et al. [28], relies heavily on the fact that \( CC^+ \) is a projection. The corresponding term of the regularized formulation, \((C^T C + \lambda I)^{-1} C^T\), ceases to be a projection whenever \( \lambda > 0 \). Therefore, equations 4.2 and 4.3 no longer hold.

Before we proceed, we will define the following function in order to simplify our notation. For a matrix \( A \in \mathbb{R}^{m \times n} \),

\[
f_A : \mathcal{P}([n]) \times \mathbb{R} \to \mathbb{R}^{m \times n}
\]

\[
S, \lambda \mapsto f_A(S, \lambda) = A_S(A_S^T A_S + \lambda I)^{-1} A_S^T A
\]

where \( \mathcal{P}([n]) \) is the power set of \([n]\).

Our goal in this chapter is to derive an efficient greedy algorithm for problem 5. In essence, we need an algorithm that solves the following sub-problem:
Problem 6. Given a matrix $A \in \mathbb{R}^{m \times n}$ and a set $S \subset [n]$, find

$$\arg\min_i \|A - f_A(S \cup \{i\}, \lambda)\|_F^2$$

(6.2)

Given a column subset $S$, this problem is solved by finding the best addition to said subset. Therefore, a correct greedy algorithm should solve this problem at each iteration. Obviously, we can solve problem 6 simply by inspecting the value of the objective function for all possible choices of $i$. This method, however, involves considerable computations, as each candidate requires (for $|S| = t$) matrix products of complexity $O(mnt)$ and $O(nt^2)$, as well as a matrix inversion of complexity $O(t^3)$, in addition to the matrix subtraction and the computation of the norm. In sum, each iteration of the resulting algorithm would take $O(\max\{mn^2t, n^2t^2\})$ operations. The algorithm we propose here solves problem 6 in $O(\min\{mp, n^2\})$ time, where $p = \max\{m, t\}$.

6.2.1 Algorithms for regularized greedy column subset selection

Let us assume we are running a greedy algorithm that has so far completed $t$ iterations, i.e., we have a set $S$ of $t$ elements. We want to solve problem 6, that is,

$$\arg\min_i \|A - f_A(S \cup \{i\}, \lambda)\|_F^2$$

We can of course do this by inspecting the value of this objective for all possible choices. However, this would be computationally costly. If we define $C_i = A_{S \cup \{i\}}$, in order to do this we would need to compute the inverse of $C_i^T C_i + \lambda I$ for all choices of $i$. We can start our derivation by attempting to circumvent these matrix inversions,
which we can accomplish as follows. We define

\[ \hat{A} = \begin{pmatrix} A \\ \sqrt{\lambda} I \end{pmatrix} \]

and \( \hat{C}_i = \hat{A}_{S \cup \{i\}} \).

If we observe that

\[ C_i^T C_i + \lambda I = \hat{C}_i^T \hat{C}_i \]

then we can take advantage of the following fact. Let us denote \( w = A_{i \setminus w}, \hat{w} = \hat{A}_{i \setminus w} \).

Since \( \hat{C}_w = \hat{A}_{S \cup \{w\}} = (C|w) \), then it is well known [56] that

\[
(C_w^T C_w + \lambda I)^{-1} = (\hat{C}_w^T \hat{C}_w)^{-1} = \begin{pmatrix}
\frac{(C^T C + \lambda I)^{-1} + \frac{w^T}{\alpha_w}}{-\frac{w^T}{\alpha_w}} & -\frac{v}{\alpha_w} \\
-\frac{v^T}{\alpha_w} & \frac{1}{\alpha_w}
\end{pmatrix}
\]

where \( \alpha_w = \hat{w}^T \hat{w} - \hat{w}^T \hat{C}(C^T C + \lambda I)^{-1} \hat{C}^T \hat{w} \) and \( v = (C^T C + \lambda I)^{-1} C^T w \). (Note that \( C^T w = \hat{C}^T \hat{w} \) because the extension of \( w \) is multiplied by zero).

Relying on this expression for the inverse of \( C_w^T C_w + \lambda I \), we can look for a solution to problem 6 that does not need to explicitly compute the value of the objective for all choices of \( i \). For brevity, let us define \( A^{(t)} = f_{A}(S, \lambda) \) and \( A^{(t+1)} = f_{A}(S \cup \{w\}, \lambda) \).

First, observe that (detailed derivations can be found in appendix B)

\[
A^{(t+1)} = C_w (C^T C_w + \lambda I)^{-1} C^T A
\]

\[
= A^{(t)} + \frac{1}{\alpha_w} \left( (A_{i \setminus w}^{(t)} - w)(A_{i \setminus w}^{(t)} - w)^T \right) A \quad (6.3)
\]
Let $d_i = (A_i^{(t)} - A_{ii}) \in \mathbb{R}^m$. Then the next column choice is yielded by

$$
\arg\min \| A - A^{(t+1)} \|^2_F
= \arg\min_i tr(A^T A) - tr(A^{(t)} A^{(t)}) - tr\left( \frac{1}{\alpha_i} A^T d_i d_i^T A \right)
- tr((A^{(t)}) A) - tr\left( \frac{1}{\alpha_i} A^T d_i d_i^T A \right)
+ tr((A^{(t)}) A^{(t)}) + tr\left( \frac{1}{\alpha_i} (A^{(t)}) d_i d_i^T A \right) + tr\left( \frac{1}{\alpha_i} A^T d_i d_i^T A^{(t)} \right)
+ tr\left( \frac{1}{\alpha_i^2} A^T d_i d_i^T d_i d_i^T A \right)
$$

(6.4)

We define $x_i = A^T d_i \in \mathbb{R}^n$, $\tilde{x}_i = (A^{(t)})^T d_i \in \mathbb{R}^n$. Dropping irrelevant constants from the previous equality,

$$
\arg\min \| A - A^{(t+1)} \|^2_F
= -2tr\left( \frac{1}{\alpha_i} A^T d_i d_i^T A \right) + 2tr\left( \frac{1}{\alpha_i} (A^{(t)}) d_i d_i^T A \right) + tr\left( \frac{1}{\alpha_i^2} A^T d_i d_i^T d_i d_i^T A \right)
= \arg\min_i \frac{2}{\alpha_i} \tilde{x}_i^T x_i - \frac{2}{\alpha_i} \| x_i \|^2 + \frac{1}{\alpha_i^2} \| d_i \|^2 \| x_i \|^2
= \arg\min_i \frac{2}{\alpha_i} \tilde{x}_i^T x_i + \left( -\frac{2}{\alpha_i} + \frac{1}{\alpha_i^2} \right) (\tilde{x}_{ii} - x_{ii}) x_i^T x_i + \lambda
$$

(6.5)

Equality (6.5) provides a surrogate of problem 6, i.e., the problem we need to solve at each iteration in order to implement a correct greedy algorithm for problem 5. In particular, equality (6.5) shows that the solution to problem 6 can be found as a function of $x_i$, $\tilde{x}_i$ and $\alpha_i$ for $i = 1, \ldots, n$. Our concern now is to develop a procedure to find the value of these variables at each iteration without incurring too much computational cost.
We have

\[ \tilde{x}_i^T x_i = d_i^T A^{(t)} A^T d_i \]
\[ x_i^T x_i = d_i^T A A^T d_i \]

For notational convenience, we define the matrices \( X, \tilde{X} \) and \( D \), whose columns are the vectors \( x_i, \tilde{x}_i \) and \( d_i \), \( i = 1, \ldots, n \) respectively. First, observe from equality (6.3) that

\[ A^{(t+1)} = A^{(t)} + \frac{1}{\alpha_w} d_w d_w^T A \]

Hence,

\[ A^T A^{(t+1)} = A^T A^{(t)} + \frac{1}{\alpha_w} x_w x_w^T \]  \hspace{1cm} (6.6)

And

\[ (A^T A)^{(t+1)} = (A^T A)^{(t)} + \frac{1}{\alpha_w} \tilde{x}_w \tilde{x}_w^T + \frac{1}{\alpha_w} x_w \tilde{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T \]  \hspace{1cm} (6.7)

So finally,

\[ X^{(t+1)} = A^T D^{(t+1)} \]
\[ = A^T D^{(t)} + A^T A + \frac{1}{\alpha_w} x_w x_w^T - A^T A \]
\[ = X^{(t)} + \frac{1}{\alpha_w} x_w x_w^T = X^{(0)} + \sum_{i=0}^{t} \left( \frac{1}{\alpha_w} x_w x_w^T \right)^{(i)} \]  \hspace{1cm} (6.8)
\[
\tilde{X}^{(t+1)} = (A^T D)^{(t+1)} \\
= (A^T D)^{(t)} + \frac{1}{\alpha_w} \bar{x}_w \bar{x}_w^T + \frac{1}{\alpha_w} x_w \bar{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T - \frac{1}{\alpha_w} x_w x_w^T \\
= \sum_{i=0}^{t} \left( \frac{1}{\alpha_w} \bar{x}_w x_i^T + \frac{1}{\alpha_w} x_w \bar{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_i^T - \frac{1}{\alpha_w} x_w x_i^T \right)^{(i)} \tag{6.9}
\]

Expressions 6.8 and 6.9 allow us to compute the variables involved in problem 6.5 efficiently as more columns are greedily added to the final set. Specifically, it is easy to see that

\[
(x_i^T \bar{x}_i)^{(t+1)} = x_i^T \bar{x}_i \\
+ \left( x_i + \frac{1}{\alpha_w} x_w x_{wi} \right)^T \left( \bar{x}_i + \frac{1}{\alpha_w} \bar{x}_w x_i^T + \frac{1}{\alpha_w} x_w \bar{x}_i^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_i^T - \frac{1}{\alpha_w} x_w x_i^T \right) \\
= x_i^T \bar{x}_i + \frac{1}{\alpha_w} (x_i^T \bar{x}_w x_{wi} + x_i^T x_{wi} (\bar{x}_{wi} - x_{wi}) + \bar{x}_i^T x_w x_{wi}) \\
+ \frac{1}{\alpha_w^2} (x_i^T x_w x_{wi} (\bar{x}_{wi} - x_{wi}) + x_i^T x_w x_{wi} \bar{x}_{wi} + x_i^T x_{wi} (x_{wi})^2 - x_i^T x_w (x_{wi})^2) \\
+ \frac{1}{\alpha_w^3} x_i^T x_w^2 (x_{wi})^2 (\bar{x}_{wi} - x_{wi}) \tag{6.10}
\]

\[
(x_i^T x_i)^{(t+1)} = x_i^T x_i + \frac{2 x_{wi}}{\alpha_w} x_i^T x_{wi} + \left( \frac{x_{wi}}{\alpha_w} \right)^2 x_w x_w \tag{6.11}
\]

All elements on the r.h.s. of equalities (6.11) and (6.10) correspond to iteration \(t\). The superindex has been omitted for clarity. Furthermore, in equation (6.11) we consider the values for the already chosen indices to be irrelevant in order to simplify the expression.
The inner products involved in these updates can also be computed efficiently by making use of the recursive formulae in 6.8 and 6.9 as follows:

\[ x_i^T x_w := (x_i(0))^T (x_w(t)) + \left( \sum_{j=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_{wi} \right)^{(j)} \right)^T (x_w(t)) \]

\[ x_i^T \tilde{x}_w := (x_i(0))^T (\tilde{x}_w(t)) + \left( \sum_{j=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_{wi} \right)^{(j)} \right)^T (\tilde{x}_w(t)) \]

\[ \tilde{x}_i^T x_w := \sum_{j=0}^{t-1} \left( \frac{1}{\alpha_w} \tilde{x}_w x_{wi} + \frac{1}{\alpha_w} x_w \tilde{x}_{wi} + \frac{\tilde{x}_w - x_w}{\alpha_w^2} x_w x_{wi} - \frac{1}{\alpha_w} x_w x_{wi} \right)^{(j)} (x_w(t)) \]

Based on the equalities presented above, we can state and prove our main result regarding the existence of an efficient algorithm for problem 6. The proof is constructive and provides the necessary equalities for implementing the algorithm.

**Theorem 4.** Given a matrix \( A \in \mathbb{R}^{m \times n} \), \( \lambda \in \mathbb{R} \) and a set \( S \) of cardinality \( t \leq n \), let us assume the following values, as defined above, are known:

1. \( X^{(0)} = -A^T A \)
2. \( x_w^{(i)}, \tilde{x}_w^{(i)}, \alpha_w^{(i)}, i = 1, \ldots, t \)

Then there exists an algorithm that solves problem 6 in \( O(\min\{np, n^2\}) \) time, where \( p = \max\{m, t\} \).

By theorem 4, if we store the value of \( x_w, \tilde{x}_w \) and \( \alpha_w \) at each iteration, we can efficiently find the best column addition for the regularized column subset selection formulation. This allows us to derive a greedy algorithm for problem 5 (Algorithm 3).
Algorithm 3 Greedy algorithm for regularized column subset selection

1: procedure RegGreedy($A, k, \lambda$)
2:  \[ X := -A^T A \]
3:  Compute $x_i^T x_i, i = 1, \ldots, n$
4:  Choose the first column, $w := \text{argmin}_i \frac{2}{\alpha_i} - \frac{x_i^T x_i}{\alpha_i^2} x_i + \lambda$
5:  $S := \{w\}$
6:  for $t = 1 \ldots k - 1$ do
7:      $x_w := X_w + \sum_{j=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_w^T \right)^{(j)}$
8:      $\tilde{x}_w := \sum_{j=0}^{t-1} \left( \frac{x_{ww}}{\alpha_w} \tilde{x}_w + \frac{x_{ww}}{\alpha_w} x_w + \frac{x_{ww} - x_{ww}}{\alpha_w} x_w x_w - \frac{x_{ww}}{\alpha_w} x_w \right)^{(j)}$
9:      $\beta := X x_w + WW^T x_w$
10:     $\gamma := X \tilde{x}_w + WW^T \tilde{x}_w$
11:     $\delta := WW^T x_w + WW^T \tilde{x}_w + \alpha^{-1}(\tilde{x}_w - x_w)WW^T x_w + WW^T \tilde{x}_w$
12:     $\omega := \omega + \alpha^{-1}(\gamma \circ x_w + \beta \circ (\tilde{x}_w - x_w) + \delta \circ x_w)$
13:     \[ \psi := \psi + \frac{2}{\alpha_w} x_w \circ \beta + \frac{\beta^2}{\alpha_w^2} x_w \circ x_w \]
14:     for $i = 1, \ldots, n$
15:         $x_{ii} := x_{ii} + \frac{1}{\alpha_w} x_{iwi}^2$
16:         $\tilde{x}_{ii} := \tilde{x}_{ii} + \frac{2}{\alpha_w} \tilde{x}_{iwi} \tilde{x}_{wi} + \frac{\tilde{x}_{ii} - x_{ii}}{\alpha_w^2} x_{iwi}^2 - \frac{1}{\alpha_w} x_{iwi}$
17:         $\alpha_i := \lambda - x_{ii}$
18:         $w := \text{argmin}_i \frac{2}{\alpha_i} \omega_i + \left( \frac{2}{\alpha_i} + \frac{1}{\alpha_i^2} (\tilde{x}_{ii} - x_{ii}) \right) \psi_i + \lambda$
19:     $S := S \cup \{w\}$
20:  end for
21: end procedure
An appropriate formulation for feature selection

The purpose of this algorithm is that of selecting a few variables and approximating the rest. In the context of practical applications of feature selection, we can consider that the chosen variables are available and do not need to be approximated. However, the penalty of the regularized formulation causes the chosen variables to be imperfectly estimated. This means that in optimizing the objective in problem 6, we are taking into account an error that should not be made in reality, thus providing a potentially mistaken choice.

This can be illustrated with an example. Consider the following matrix.

\[
\begin{pmatrix}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{pmatrix}
\]

and the set \( S = \{1, 2\} \). The solution to problem 6 is given by adding column 4 to \( S \). However, if we don’t consider the error made in the approximation of the chosen columns, the best choice is column 3. As stated above, in a feature selection setting we would not want to consider the approximation error of the chosen columns, as we can assume the corresponding variables to be available.

For this reason, we propose the following alternative problem formulation.

**Problem 7.** Given a matrix \( A \in \mathbb{R}^{m \times n} \) and a positive integer \( k \) smaller than the rank of \( A \), and defining \( \bar{S} = [n] \setminus S \), find

\[
\arg\min_{S, |\bar{S}| = k} \| A_{\bar{S}} - A_S (A_S^T A_S + \lambda I)^{-1} A_S^T A_{\bar{S}} \|_F^2
\]

(6.12)
This is equivalent to problem 5, but it discards the error made in approximating the chosen variables. Fortunately, the proposed algorithm can be easily modified to greedily optimize this objective. We show how by induction on \( t \).

At iteration \( t \), consider equation (6.3).

\[
A^{(t+1)} = A^{(t)} + \frac{1}{\alpha_w} d_w x^T
\]

If we assume that the chosen columns (those in \( S \)) are approximated exactly in \( A^{(t)} \), i.e. \( A_S = A^{(t)}_S \), these need not be modified. Therefore, we can simply set the corresponding positions of \( x \) to zero, and these columns will not be altered. For the next iteration, however, we are adding a new column to \( S \), which we can denote \( w \). Thus, we need that \( A_{S \cup \{w\}} = A^{(t+1)}_{S \cup \{w\}} \).

We have \( d_w = A^{(t)}_w - w \). Therefore, if \( x_w = -\alpha_w \),

\[
A^{(t)}_w + \frac{1}{\alpha_w} d_w x_w, w = A^{(t)}_w - d_w = w
\]

That is, by setting \( x_S = 0 \) and \( x_w = -\alpha_w \) we ensure that the chosen columns are considered to be perfectly approximated. If we set \( x^{(0)}_w = -\alpha^{(0)}_w \), then we ensure that the first chosen column is perfectly approximated, providing the basis for our inductive argument.

By defining \((x^*)^{(t)} \) to be equal to \( x^{(t)} \) but with the previously described replacements, we can easily modify our algorithm to ensure that the column chosen at each iteration is the one that greedily optimizes problem 7. We now detail the necessary modifications:

1. \( x^*_w := x_w; x^*_w = 0, i \in S; x^*_w = -\alpha_w \)

2. \( \tilde{x}_w := \sum_{i=0}^{t} \left( \frac{1}{\alpha_w} \tilde{x}_w x^*_w + \frac{1}{\alpha_w} x^*_w \tilde{x}_i + \frac{1}{\alpha_w} x^*_w d_w x^*_w - \frac{1}{\alpha_w} x^*_w x^*_w \right)^{(i)} \)
3. $x^*_i x_w := (x_i^{(0)})^T (\tilde{x}^*_w)^{(t)} + \left( \sum_{i=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_i^w \right)^{(i)} \right)^T (\tilde{x}^*_w)^{(t)}$

4. $\tilde{x}^*_i x_w := \sum_{i=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_i^w + \frac{1}{\alpha_w} x_w \tilde{x}^*_w + \frac{1}{\alpha_w} x_w d^T w d_w x_w - \frac{1}{\alpha_w} x_w x_i^w \right)^{(i)} (x_w)^{(i)}$

Equality (6.10):

$$(x^*_i \tilde{x}_i)^{(t+1)} = x^*_i \tilde{x}_i$$

$$= x^*_i \tilde{x}_i + \frac{1}{\alpha_w} \left( x^*_i \tilde{x}_w x_w \tilde{x} + x^*_i \tilde{x}_w x_w \tilde{x}_w - \frac{1}{\alpha_w} x_w x_i^w \right)$$

Equality (6.11):

$$(x^*_i x_i^*)^{(t+1)} = x^*_i x_i^* + \frac{2 x_w x_i^w}{\alpha_w} x^*_i \tilde{x}_w + \left( \frac{x_w x_i^w}{\alpha_w} \right)^2 x_w x_i^w - \left( \frac{x_w x_i^w}{\alpha_w} \right)^2 x_w x_i^w x_w x_i^w - \left( x_w + \frac{x_w x_i^w}{\alpha_w} \right)^2$$

Choosing the value of $k$

In order to decide when to stop the algorithm, we can monitor the loss of the approximation at each iteration, i.e. $\| A - A^{(t)} \|_F^2$. Computing this quantity at each iteration, however, can be costly. Fortunately, we can take advantage of the variables involved in the proposed algorithm to efficiently track the exact value of the loss.
By equation (6.3) we can easily see that

\[
\|A - A^{(t)}\|_F^2 = \|A - A^{(t-1)} - \frac{1}{\alpha_w} d_w x_w^T\|_F^2 \\
= \left(A - A^{(t-1)} - \frac{1}{\alpha_w} d_w x_w^T\right)^T \left(A - A^{(t-1)} - \frac{1}{\alpha_w} d_w x_w^T\right) \\
= \|A - A^{(t-1)}\|_F^2 - \frac{2}{\alpha_w} x_w^T x_w + \frac{2}{\alpha_w} \tilde{x}_w^T x_w + \frac{\tilde{x}_{ww} - x_{ww}}{\alpha_w} x_w^T x_w
\]

For problem 7, this equality becomes

\[
\|A - A^{(t)}\|_F^2 = \|A - A^{(t-1)}\|_F^2 - \frac{2}{\alpha_w} x_w^T x_w^* + \frac{2}{\alpha_w} \tilde{x}_w^T x_w^* + \frac{\tilde{x}_{ww} - x_{ww}}{\alpha_w} (x_w^*)^T x_w^*
\]

where \(x^*\) is defined as in the previous section.

This means that we can compute the loss at each iteration as a function of its previous value and some readily available variables. The loss before the first iteration is simply the squared norm of the data matrix, which can be computed as 

\(tr A^T A = -tr X\).

In the next section we discuss how this quantity can be used to determine when to stop iterating.

**Lower bound for the error**

In the conventional formulation of the CSSP, the approximation error eventually reaches zero as we add columns to the basis subset. However, the introduction of the regularizing term bars the approximation from being perfect. For this reason, even if we can track the loss as detailed in the previous section, it can be difficult to determine how much of an improvement can still be made. In other words, in problem 3.4 we can evaluate the expressive power of our column subset by checking
how far the error is from zero. On the contrary, in the case of problem 5 we do not know what this ideal lower bound is.

In the case of problem 7, the loss can of course reach zero, but rather artificially (when $k = n$, we simply evaluate the error over zero columns of the matrix). Here we propose a lower bound for the objective function of problem 7 at each iteration, providing insight on the manner in which $\lambda$ interacts with the approximation error. This bound can be easily extended to problem 5.

**Lemma 4.** Given a matrix $A \in \mathbb{R}^{m \times n}$ and a set $S$ such that $|S| = k \leq n$. let $\sigma_i$ denote the $i$-th largest singular value of $A$. Then

$$
\|A_S - A_S(A_S^T A_S + \lambda I)^{-1} A_S^T A_S\|_F^2 \geq \lambda^2 \sum_{i=k+1}^{n} \left( \frac{\sigma_i}{\sigma_i^2 + \lambda} \right)^2 
$$

(6.14)

**Proof.** Let us assume $A = A_S$, which corresponds to the best possible approximation we can obtain of the columns of $A$ using a subset of its columns as a basis. If $A = U\Sigma V^T$ is the singular value decomposition of $A$,

$$
A - A(A^T A + \lambda I)^{-1} A^T A = U\Sigma V^T - U\Sigma(\Sigma^2 + \lambda I)^{-1}\Sigma^2 V^T
$$

$$
= U\Sigma V^T - U \begin{pmatrix}
\frac{\sigma_1^3}{\sigma_1^2 + \lambda} & \cdots \\
\cdots & \ddots \\
\frac{\sigma_n^3}{\sigma_n^2 + \lambda}
\end{pmatrix} V^T
$$

$$
= U \begin{pmatrix}
\frac{\sigma_1 \lambda}{\sigma_1^2 + \lambda} & \cdots \\
\cdots & \ddots \\
\frac{\sigma_n \lambda}{\sigma_n^2 + \lambda}
\end{pmatrix} V^T
$$

The error incurred by approximating $A$ by itself using the regularized formulation is
therefore exactly
\[ \| A - f_A([n], \lambda) \|_F^2 = \lambda^2 \sum_{i=1}^{n} \left( \frac{\sigma_i}{\sigma_i^2 + \lambda} \right)^2 \]

Now consider that
\[ \| A_{\bar{S}} - A_S(A^T S A_S + \lambda I)^{-1} A^T S A_{\bar{S}} \|_F^2 \geq \| A_{\bar{S}} - A(A^T + \lambda I)^{-1} A^T A_{\bar{S}} \|_F^2 \]
\[ \geq \lambda^2 \sum_{i=k+1}^{n} \left( \frac{\sigma_i}{\sigma_i^2 + \lambda} \right)^2 \]

The second inequality holds because of the interlacing inequalities of the singular values [71], and because \( A_{\bar{S}} - A(A^T + \lambda I)^{-1} A^T A_{\bar{S}} \) is an \( m \times (n - k) \) submatrix of \( A - f_A([n], \lambda) \).

To adapt this bound to problem 5, we simply need to extend the summation of the last inequality over all singular values.

This expression for the error vanishes when \( \lambda = 0 \) and approaches \( \sum_i \sigma_i^2 \) as \( \lambda \to \infty \). This is of course consistent with the problem formulation. Observe that in the first case, we are measuring the error incurred by approximating \( A_S \) using its full span. In the second case, we approximate \( A \) with a vanishing matrix, thus making the error equal to \( \| A \|_F^2 = \sum_i \sigma_i^2 \).

This bound can be used to choose the value of \( k \) if the input data set is suitable. If at some point the algorithm attains a value of the objective in problem 7 that is close to this bound, then the present matrix has almost as much representative power as the full column set, thus making the addition of more columns unnecessary.
Chapter 7

Numerical experiments

In order to validate our claims regarding the two approaches for column subset selection discussed in this thesis, we carried out a series of numerical experiments on real and synthetic data. This chapter is devoted to the description of the experimental setup and the analysis of the observed results.

7.1 Local search

In order to evaluate the efficiency and effectiveness of the EfficientLocalSearch algorithm, we tested it on various benchmark datasets, comparing it to other well-known algorithms for the column subset selection problem. These experiments are intended not only to test how the algorithm performs, but also to gain insight about its behaviour. For this reason, we have designed a wide array of experiments which we now enumerate briefly.

- Objective function: We measure the values EfficientLocalSearch obtains in the objective function of the CSSP, compared to other existing methods.
• Running time: We measure how long the initial phase and each iteration of EfficientLocalSearch take.

• Reconstruction capabilities: We test the capabilities of the model produced by EfficientLocalSearch to approximate individual data instances.

• Benefits of randomized initialization: We examine if repeated runs of the algorithm using different initial random subsets yield better results.

• Iterations: We measure how many iterations EfficientLocalSearch takes to finish on average, and how much progress it makes at each step.

• Approximation error: We evaluate the number of columns that EfficientLocalSearch, as well as other algorithms, need to match the approximation error of the best low rank approximation.

• Kahan matrix: We test our algorithm using a Kahan matrix as input, which is designed to evaluate the robustness of rank-revealing QR factorizations.

Algorithms for feature selection such as the ones presented in [42] [79] [11], e.g., do not explicitly target the same objective function as our method, generally yielding much worse linear approximations and therefore not being comparable in this regard. We therefore employ the following algorithms for comparison:

• TwoStage: The two-stage algorithm described in [6]. As suggested by the authors, we draw 40 candidate subsets and pick the best one. We use our own Matlab implementation.

• Greedy: The algorithm described in [28]. We employ the Matlab code provided by the authors \(^1\).

\(^{1}\text{http://www.afarahat.com/code}\)
• **EfficientLocalSearch**: Our method\(^2\).

• **EfficientLocalSearch-1st**: Our method, limited to one iteration.

We run all the experiments on a machine equipped with a 12-core Xeon CPU and 32 GB of RAM.

### 7.1.1 Data

We employ the following datasets: the Columbia University Image library (COIL20)\(^3\) [61]; the ORL database of faces \(^4\) provided by the AT&T Laboratories Cambridge [67]; the Sheffield face database (UMIST) provided by the University of Sheffield\(^5\); the Binary Alpha Digits dataset\(^6\); the Extended Yale Face database B (YaleB) \(^7\) [34, 53]; the USPS handwritten digits dataset, taking both the training and the test set\(^8\); the Online News popularity dataset\(^9\) [29]; the BlogFeedback dataset\(^10\) [10] and the YearPredictionMSD dataset\(^11\) [4]. Some of these datasets are available at the UCI machine learning repository [55]. Table 7.1 provides a summary.

All datasets are standardized to zero mean and unit variance before running the algorithms (i.e. each column is transformed by subtracting its mean from it and then dividing it by its standard deviation).

---

\(^2\)https://github.com/brunez/IterFS  
\(^3\)http://www.cs.columbia.edu/CAVE/software/softlib/coil-20.php  
\(^4\)http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html  
\(^5\)http://www.sheffield.ac.uk/eee/research/iel/research/face  
\(^6\)http://www.cs.nyu.edu/~roweis/data.html  
\(^7\)http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html  
\(^8\)www.iro.umontreal.ca/~lisa/itwiki/bin/view.cgi/Public/PublicDatasets  
\(^9\)https://archive.ics.uci.edu/ml/datasets/Online+News+Popularity  
\(^10\)https://archive.ics.uci.edu/ml/datasets/BlogFeedback  
\(^11\)https://archive.ics.uci.edu/ml/datasets/YearPredictionMSD
Table 7.1: Employed datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Rows</th>
<th>Columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL20</td>
<td>1440</td>
<td>1024</td>
</tr>
<tr>
<td>ORL</td>
<td>400</td>
<td>1024</td>
</tr>
<tr>
<td>UMIST</td>
<td>575</td>
<td>10304</td>
</tr>
<tr>
<td>BinaryAlpha</td>
<td>1404</td>
<td>320</td>
</tr>
<tr>
<td>YaleB</td>
<td>2414</td>
<td>1024</td>
</tr>
<tr>
<td>USPS</td>
<td>11100</td>
<td>256</td>
</tr>
<tr>
<td>OnlineNews</td>
<td>39644</td>
<td>60</td>
</tr>
<tr>
<td>BlogFeedback</td>
<td>52397</td>
<td>281</td>
</tr>
<tr>
<td>YearPredictionMSD</td>
<td>515345</td>
<td>90</td>
</tr>
</tbody>
</table>

### 7.1.2 Objective function

In order to evaluate the accuracy of our algorithm in the objective function we measure its error with respect to the best possible rank-$k$ approximation, which can be obtained using the singular value decomposition and provides a loose lower bound for the CSSP. Specifically, given a data matrix $A$ let $A_k$ be its best rank-$k$ approximation, and let $C$ be the submatrix of $A$ comprised of the $k$ columns chosen by one of the considered algorithms. We define the error ratio as

$$\frac{\|A - CC^+A\|_F^2}{\|A - A_k\|_F^2}$$  \hspace{1cm} (7.1)

The closer this is to 1, the better. The error ratio is always greater than one, unless a subset of features matches the top left singular vectors, which is of course extremely unlikely. Tables 7.2 and 7.3 report the error ratio for all the algorithms on all datasets, for increasing values of $k$ (the number of chosen features). In this table, TS is TwoStage, GFS is Greedy, ELS is EfficientLocalSearch and ELS-1 is EfficientLocalSearch limited to one iteration. Since TwoStage, ELS and ELS-1 have a random component, we report the average of 10 runs in Tables 7.2 and 7.3 and
comment on the standard deviation below. These results show how our algorithm consistently outperforms both TwoStage and Greedy. Remarkably, one iteration of our method is enough to provide better approximation errors than the other two algorithms in most cases.

To avoid excess clutter we do not include the standard deviation in Tables 7.2 and 7.3, although we comment on it briefly. The results of EfficientLocalSearch presented a small standard deviation, generally below $10^{-3}$. We did observe a higher deviation in the case of the OnlineNews dataset for $k = 30, 40$, reaching values of $0.033$ and $0.024$ respectively. Our algorithm only showed noticeable instability in the case of the BlogFeedback dataset for values of $k > 100$, reaching values close to 0.1 and even 0.3 in one instance. As expected, the standard deviation shown by EfficientLocalSearch-1st is slightly higher, but not significantly in general. The TwoStage algorithm shows negligible deviations in most cases. We remark that even though our method presents a certain amount of variety in its results, the produced subset is almost always better than those found by the other algorithms, regardless of the initial random subset.

7.1.3 Running time

We evaluate the running time of our algorithm compared to the other methods. Since our algorithm iterates until no further improvement is achieved, its running times can vary noticeably from one execution to another. Since a single iteration is often enough to outperform the other algorithms (Tables 7.2 and 7.3), we limit our algorithm to just the first iteration. Figure 7.1 shows the results. In the case of TwoStage, when $m > n$ we take advantage of Theorem 2 to significantly speed up the second phase. Our algorithm is as fast as Greedy in the case of USPS and faster
Table 7.2: Approximation error with respect to the best rank-$k$ approximation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TS_k=20</th>
<th>GFS_k=20</th>
<th>ELS-1_k=20</th>
<th>ELS_k=20</th>
<th>TS_k=40</th>
<th>GFS_k=40</th>
<th>ELS-1_k=40</th>
<th>ELS_k=40</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL20</td>
<td>1.578</td>
<td>1.499</td>
<td>1.488</td>
<td>1.459</td>
<td>1.770</td>
<td>1.619</td>
<td>1.587</td>
<td>1.552</td>
</tr>
<tr>
<td>ORL</td>
<td>1.542</td>
<td>1.421</td>
<td>1.419</td>
<td>1.387</td>
<td>1.673</td>
<td>1.548</td>
<td>1.529</td>
<td>1.499</td>
</tr>
<tr>
<td>UMIST</td>
<td>1.697</td>
<td>1.469</td>
<td>1.449</td>
<td>1.420</td>
<td>1.783</td>
<td>1.574</td>
<td>1.559</td>
<td>1.515</td>
</tr>
<tr>
<td>B.Alpha</td>
<td>1.426</td>
<td>1.427</td>
<td>1.427</td>
<td>1.411</td>
<td>1.600</td>
<td>1.564</td>
<td>1.559</td>
<td>1.540</td>
</tr>
<tr>
<td>YaleB</td>
<td>1.672</td>
<td>1.400</td>
<td>1.385</td>
<td>1.356</td>
<td>1.678</td>
<td>1.508</td>
<td>1.500</td>
<td>1.471</td>
</tr>
<tr>
<td>USPS</td>
<td>1.479</td>
<td>1.412</td>
<td>1.401</td>
<td>1.392</td>
<td>1.641</td>
<td>1.536</td>
<td>1.539</td>
<td>1.512</td>
</tr>
<tr>
<td>BlogFeedback</td>
<td>1.281</td>
<td>1.058</td>
<td>1.054</td>
<td>1.055</td>
<td>1.175</td>
<td>1.092</td>
<td>1.087</td>
<td>1.087</td>
</tr>
<tr>
<td>YearPredMSD</td>
<td>1.418</td>
<td>1.350</td>
<td>1.342</td>
<td>1.338</td>
<td>1.653</td>
<td>1.608</td>
<td>1.578</td>
<td>1.562</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TS_k=60</th>
<th>GFS_k=60</th>
<th>ELS-1_k=60</th>
<th>ELS_k=60</th>
<th>TS_k=80</th>
<th>GFS_k=80</th>
<th>ELS-1_k=80</th>
<th>ELS_k=80</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL20</td>
<td>1.838</td>
<td>1.681</td>
<td>1.660</td>
<td>1.618</td>
<td>1.896</td>
<td>1.744</td>
<td>1.717</td>
<td>1.672</td>
</tr>
<tr>
<td>ORL</td>
<td>1.747</td>
<td>1.625</td>
<td>1.601</td>
<td>1.567</td>
<td>1.894</td>
<td>1.702</td>
<td>1.672</td>
<td>1.637</td>
</tr>
<tr>
<td>UMIST</td>
<td>1.823</td>
<td>1.637</td>
<td>1.622</td>
<td>1.569</td>
<td>1.908</td>
<td>1.695</td>
<td>1.666</td>
<td>1.617</td>
</tr>
<tr>
<td>B.Alpha</td>
<td>1.657</td>
<td>1.637</td>
<td>1.617</td>
<td>1.594</td>
<td>1.645</td>
<td>1.665</td>
<td>1.637</td>
<td>1.620</td>
</tr>
<tr>
<td>YaleB</td>
<td>1.817</td>
<td>1.583</td>
<td>1.581</td>
<td>1.546</td>
<td>1.867</td>
<td>1.657</td>
<td>1.642</td>
<td>1.608</td>
</tr>
<tr>
<td>USPS</td>
<td>1.670</td>
<td>1.682</td>
<td>1.654</td>
<td>1.628</td>
<td>1.707</td>
<td>1.795</td>
<td>1.752</td>
<td>1.702</td>
</tr>
<tr>
<td>BlogFeedback</td>
<td>1.238</td>
<td>1.124</td>
<td>1.119</td>
<td>1.116</td>
<td>1.348</td>
<td>1.153</td>
<td>1.144</td>
<td>1.150</td>
</tr>
<tr>
<td>YearPredMSD</td>
<td>1.856</td>
<td>1.865</td>
<td>1.796</td>
<td>1.766</td>
<td>2.004</td>
<td>2.126</td>
<td>1.907</td>
<td>1.891</td>
</tr>
</tbody>
</table>

In BlogFeedback, OnlineNews and YearPredictionMSD. In some cases the higher sensitivity of our method to the value of $k$ is significant, as is the case of Coil20, ORL and YaleB. In other instances, though noticeable, the impact of this sensitivity is not so notable, as is the case of UMIST and BinaryAlpha and our algorithm can still select tens of features in a few tens of milliseconds. In the case of the former, our algorithm is faster for small values of $k$. The sensitivity to the value of $k$ seems to be particularly noticeable when the input matrix is large in both dimensions.
Table 7.3: Approximation error with respect to the best rank-$k$ approximation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TS</th>
<th>GFS</th>
<th>ELS-1</th>
<th>ELS</th>
<th>TS</th>
<th>GFS</th>
<th>ELS-1</th>
<th>ELS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k=100</td>
<td></td>
<td></td>
<td></td>
<td>k=120</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COIL20</td>
<td>1.914</td>
<td>1.790</td>
<td>1.762</td>
<td>1.713</td>
<td>1.896</td>
<td>1.834</td>
<td>1.795</td>
<td>1.742</td>
</tr>
<tr>
<td>ORL</td>
<td>1.924</td>
<td>1.777</td>
<td>1.743</td>
<td>1.695</td>
<td>2.032</td>
<td>1.853</td>
<td>1.818</td>
<td>1.766</td>
</tr>
<tr>
<td>UMIST</td>
<td>2.017</td>
<td>1.748</td>
<td>1.718</td>
<td>1.665</td>
<td>2.024</td>
<td>1.792</td>
<td>1.758</td>
<td>1.700</td>
</tr>
<tr>
<td>B.Alpha</td>
<td>1.680</td>
<td>1.671</td>
<td>1.659</td>
<td>1.636</td>
<td>1.687</td>
<td>1.689</td>
<td>1.680</td>
<td>1.654</td>
</tr>
<tr>
<td>YaleB</td>
<td>1.913</td>
<td>1.724</td>
<td>1.701</td>
<td>1.665</td>
<td>1.962</td>
<td>1.782</td>
<td>1.753</td>
<td>1.709</td>
</tr>
<tr>
<td>USPS</td>
<td>1.808</td>
<td>1.889</td>
<td>1.817</td>
<td>1.756</td>
<td>1.923</td>
<td>1.974</td>
<td>1.905</td>
<td>1.848</td>
</tr>
<tr>
<td>BlogFeedback</td>
<td>1.413</td>
<td>1.179</td>
<td>1.168</td>
<td>1.197</td>
<td>1.626</td>
<td>1.202</td>
<td>1.240</td>
<td>1.209</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TS</th>
<th>GFS</th>
<th>ELS-1</th>
<th>ELS</th>
<th>TS</th>
<th>GFS</th>
<th>ELS-1</th>
<th>ELS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k=140</td>
<td></td>
<td></td>
<td></td>
<td>k=160</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COIL20</td>
<td>1.912</td>
<td>1.869</td>
<td>1.828</td>
<td>1.778</td>
<td>1.976</td>
<td>1.897</td>
<td>1.864</td>
<td>1.808</td>
</tr>
<tr>
<td>ORL</td>
<td>2.140</td>
<td>1.931</td>
<td>1.891</td>
<td>1.838</td>
<td>2.240</td>
<td>2.012</td>
<td>1.966</td>
<td>1.903</td>
</tr>
<tr>
<td>UMIST</td>
<td>2.074</td>
<td>1.830</td>
<td>1.786</td>
<td>1.733</td>
<td>2.118</td>
<td>1.865</td>
<td>1.819</td>
<td>1.756</td>
</tr>
<tr>
<td>B.Alpha</td>
<td>1.722</td>
<td>1.724</td>
<td>1.707</td>
<td>1.686</td>
<td>1.767</td>
<td>1.763</td>
<td>1.742</td>
<td>1.717</td>
</tr>
<tr>
<td>YaleB</td>
<td>1.944</td>
<td>1.829</td>
<td>1.797</td>
<td>1.749</td>
<td>2.012</td>
<td>1.862</td>
<td>1.826</td>
<td>1.783</td>
</tr>
<tr>
<td>USPS</td>
<td>2.017</td>
<td>2.025</td>
<td>1.979</td>
<td>1.931</td>
<td>2.135</td>
<td>2.127</td>
<td>2.078</td>
<td>2.044</td>
</tr>
<tr>
<td>BlogFeedback</td>
<td>1.817</td>
<td>1.227</td>
<td>1.226</td>
<td>1.228</td>
<td>2.089</td>
<td>1.261</td>
<td>1.230</td>
<td>1.261</td>
</tr>
</tbody>
</table>

### 7.1.4 Reconstruction capabilities

Since our algorithm achieves good approximation errors, we evaluate its capabilities to reconstruct single data instances. Given a data instance $x \in \mathbb{R}^n$, which corresponds to a row of the input matrix $A \in \mathbb{R}^{m \times n}$, we consider the vector $x' \in \mathbb{R}^k$ comprised only of the features chosen by the studied algorithms (i.e., $x'^T$ is a row of the submatrix of chosen columns $C$). The complete instance $x$ can be approximated as

$$x^T \approx x'^T C^+ A.$$  \hspace{1cm} (7.2)

We pick various instances from the Yale faces dataset\textsuperscript{12} with the following criterion. For $k = 10, 20, 30, 40, 50$ we compute the approximation error for the whole dataset

\footnote{http://vision.ucsd.edu/content/yale-face-database}
using our algorithm (EfficientLocalSearch). We compute the per-instance average approximation error (i.e. the total error divided by the number of instances) and pick the individual instance whose approximation error (i.e. the sum of squared errors between $x$ and the value approximated by (7.2)) is closest to this average. This can be interpreted as the instance that is closest to the expected approximation error if one were to pick a random data point.

Figure 7.2 shows the reconstruction achieved for five such images. Each row shows one image as reconstructed by TwoStage, Greedy, EfficientLocalSearch, the SVD and the original image. Below each image the reconstruction error with respect to the best rank-$k$ approximation is shown. It might be shocking that in one instance the error attained by our algorithm is better than the one yielded by the SVD. Though unusual, this is entirely possible. The SVD yields the best approximation of the entire matrix, but an individual row might be approximated better using a different model. It should be noted that even though our algorithm yields better matrix approximations, it does not necessarily approximate all individual instances better than the other two algorithms. In this dataset, however, our algorithm consistently outperforms TwoStage and Greedy when it comes to the number of individual images that are approximated better than the other two. In Table 7.4 we report, for different values of $k$, the number of instances that each algorithm approximates better than the other two. We run EfficientLocalSearch and TwoStage 10 times and report the average and the standard deviation. This dataset totals 161 images.

7.1.5 Benefits of randomized initialization

One of the key properties of EfficientLocalSearch is that it starts from a random subset. This brings certain advantages over other approaches such as the greedy al-
TwoStage Greedy EfficientLocalSearch

<table>
<thead>
<tr>
<th>k</th>
<th>TwoStage ±</th>
<th>Greedy ±</th>
<th>EfficientLocalSearch ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10.8 ± 4.38</td>
<td>67.2 ± 2.32</td>
<td>87 ± 2.5</td>
</tr>
<tr>
<td>20</td>
<td>14.4 ± 2.22</td>
<td>62 ± 6.26</td>
<td>88.6 ± 7.04</td>
</tr>
<tr>
<td>30</td>
<td>23.5 ± 3.06</td>
<td>51.6 ± 3.72</td>
<td>89.9 ± 3.76</td>
</tr>
<tr>
<td>40</td>
<td>18.8 ± 2.86</td>
<td>52 ± 3.86</td>
<td>94.2 ± 4.78</td>
</tr>
<tr>
<td>50</td>
<td>16.8 ± 3.48</td>
<td>46.7 ± 3.02</td>
<td>101.5 ± 4.6</td>
</tr>
</tbody>
</table>

Table 7.4: Number of instances that each algorithm approximates better than the other two on average.

If one has enough computational resources, EfficientLocalSearch can be run using various initial subsets and the best result can be kept. In our next experiment we intend to verify if this approach does indeed bring significant improvements.

We run the algorithm on all data sets with $k = 10, 20$ using $2^i, i = 0, \ldots, 5$ initial random subsets. For each run we keep the best result of the $2^i$ attempts. For each value of $k$ and each number of initial subsets we run the experiment 10 times and report the mean of the obtained errors with respect to the best rank-$k$ approximation (expression 7.1).

Figures 7.3, 7.4 and 7.5 show the results of these experiments. It is clear that running the algorithm on more than one initial subset yields noticeable (though small) improvements in general, although the benefits become less significant beyond 4 or 8 subsets. It is important to note that in the experiment described in section 7.1.2 we only used one initial subset, so the results shown in tables 7.2 and 7.3 can be improved if the algorithm is run various times.

### 7.1.6 Iterations

A reasonable concern to be raised about EfficientLocalSearch is the number of iterations it requires until it stops or until it reaches a good enough subset. Even
though it can iterate efficiently, the algorithm could be considered inefficient if the number of required iterations is generally too high. In this experiment we attempt to gain insight on this issue. We run the algorithm on all data sets with $k = 20 \times i, i = 1, \ldots, 10$ and report the number of iterations required, as well as the error ratio obtained at each iteration. We run the algorithm 50 times for each data set and value of $k$ and report the average values. Figure 7.6 shows the average number of iterations before EfficientLocalSearch stops for different values of $k$ on all data sets, as well as the maximum and minimum number observed across all runs. Figure 7.7 shows the average error ratio attained at each iteration. It is clear that even though sometimes EfficientLocalSearch can take a fairly high number of iterations before it stops, the most significant improvement is achieved at the first one. This reinforces the conclusions drawn from tables 7.2 and 7.3, which show that one iteration is enough to attain a good column subset, while further iterations are only necessary for refinement.

7.1.7 Approximation error

In essence, EfficientLocalSearch is an algorithm for obtaining a low-rank approximation of a matrix. In general, no subset of $k$ columns will attain an error as small as the best possible rank-$k$ approximation. However, attaining such an error is possible by picking a larger number of columns. Therefore, we conduct an experiment to try to determine the number of columns that are required by EfficientLocalSearch to achieve that goal. Ultimately, it would be interesting to determine whether or not it is possible to guarantee an arbitrarily close relative approximation (by a factor of $1 + \epsilon$) by picking a number of columns determined by a small function of $\epsilon$. With this experiment we attempt to shed some light on the feasibility of that endeavour.
We set the target rank to $\rho = 2, \ldots, 9, 10, 20, \ldots, 100$ and run the algorithm with increasing values of $k$ until the best rank-$\rho$ approximation error is attained. For this experiment we compare EfficientLocalSearch to the TwoStage and the greedy algorithms. Table 7.5 shows, for each target rank $\rho$, the number of columns required by TwoStage (TS), Greedy (Gr) and EfficientLocalSearch (ELS) to match the best rank-$\rho$ approximation error. Greedy and EfficientLocalSearch perform similarly on various data sets, although on some of them (COIL20, ORL and UMIST) EfficientLocalSearch requires a significantly smaller number of columns.

### 7.1.8 Kahan matrix

In our final experiment, we test the algorithms on a Kahan matrix. Kahan matrices are specifically designed to pose problems to rank-revealing factorization algorithms. An $n \times n$ Kahan matrix is defined as follows:

$$\begin{pmatrix}
1 & 0 & 0 & \ldots & 0 \\
0 & s & 0 & \ldots & 0 \\
0 & 0 & s^2 & \ldots & 0 \\
0 & 0 & 0 & \ddots & 0 \\
0 & 0 & 0 & \ldots & s^{n-1}
\end{pmatrix}
\begin{pmatrix}
1 & -c & -c & \ldots & -c \\
0 & 1 & -c & \ldots & -c \\
0 & 0 & 1 & \ldots & -c \\
0 & 0 & 0 & \ddots & -c \\
0 & 0 & 0 & \ldots & 1
\end{pmatrix}$$

where $s^2 + c^2 = 1, c, s > 0$. With a Kahan matrix as input, classic algorithms for QR factorizations with column pivoting [9] will fail to perform any column interchange at all.

We run the three algorithms on a $100 \times 100$ Kahan matrix for different values of $k$ and report the error ratio with respect to the best rank-$k$ approximation. In the case of EfficientLocalSearch and TwoStage, we run the algorithm 100 times and
Table 7.5: Number of columns required to match the best rank-$\rho$ approximation.

<table>
<thead>
<tr>
<th></th>
<th>$\rho$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIL20</td>
<td>TS</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>21</td>
<td>42</td>
<td>63</td>
<td>81</td>
<td>95</td>
<td>111</td>
<td>126</td>
<td>140</td>
<td>155</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>39</td>
<td>57</td>
<td>74</td>
<td>90</td>
<td>106</td>
<td>121</td>
<td>137</td>
<td>151</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>16</td>
<td>18</td>
<td>36</td>
<td>54</td>
<td>70</td>
<td>86</td>
<td>101</td>
<td>117</td>
<td>131</td>
<td>146</td>
<td>159</td>
</tr>
<tr>
<td>ORL</td>
<td>TS</td>
<td>8</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>22</td>
<td>24</td>
<td>45</td>
<td>62</td>
<td>82</td>
<td>97</td>
<td>113</td>
<td>124</td>
<td>139</td>
<td>153</td>
<td>164</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>39</td>
<td>57</td>
<td>73</td>
<td>88</td>
<td>103</td>
<td>117</td>
<td>130</td>
<td>143</td>
<td>156</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>37</td>
<td>54</td>
<td>70</td>
<td>85</td>
<td>99</td>
<td>112</td>
<td>126</td>
<td>139</td>
</tr>
<tr>
<td>UMIST</td>
<td>TS</td>
<td>10</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>21</td>
<td>24</td>
<td>25</td>
<td>43</td>
<td>67</td>
<td>83</td>
<td>103</td>
<td>119</td>
<td>138</td>
<td>152</td>
<td>169</td>
<td>185</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>18</td>
<td>19</td>
<td>38</td>
<td>56</td>
<td>74</td>
<td>90</td>
<td>106</td>
<td>122</td>
<td>137</td>
<td>153</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>17</td>
<td>18</td>
<td>36</td>
<td>54</td>
<td>69</td>
<td>86</td>
<td>101</td>
<td>116</td>
<td>132</td>
<td>145</td>
<td>159</td>
</tr>
<tr>
<td>BA</td>
<td>TS</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>20</td>
<td>41</td>
<td>58</td>
<td>75</td>
<td>91</td>
<td>105</td>
<td>118</td>
<td>130</td>
<td>143</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>39</td>
<td>56</td>
<td>73</td>
<td>89</td>
<td>103</td>
<td>117</td>
<td>128</td>
<td>139</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>16</td>
<td>18</td>
<td>20</td>
<td>39</td>
<td>56</td>
<td>73</td>
<td>89</td>
<td>103</td>
<td>117</td>
<td>128</td>
<td>139</td>
<td>150</td>
</tr>
<tr>
<td>YaleB</td>
<td>TS</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>19</td>
<td>21</td>
<td>25</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>67</td>
<td>86</td>
<td>101</td>
<td>118</td>
<td>133</td>
<td>148</td>
<td>163</td>
<td>178</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>19</td>
<td>37</td>
<td>55</td>
<td>71</td>
<td>88</td>
<td>104</td>
<td>119</td>
<td>134</td>
<td>149</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>36</td>
<td>54</td>
<td>69</td>
<td>86</td>
<td>101</td>
<td>116</td>
<td>132</td>
<td>145</td>
<td>159</td>
</tr>
<tr>
<td>USPS</td>
<td>TS</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>17</td>
<td>20</td>
<td>21</td>
<td>37</td>
<td>52</td>
<td>64</td>
<td>78</td>
<td>90</td>
<td>103</td>
<td>116</td>
<td>128</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>34</td>
<td>48</td>
<td>63</td>
<td>76</td>
<td>89</td>
<td>102</td>
<td>113</td>
<td>127</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td>17</td>
<td>19</td>
<td>34</td>
<td>48</td>
<td>63</td>
<td>76</td>
<td>89</td>
<td>102</td>
<td>113</td>
<td>127</td>
<td>138</td>
</tr>
<tr>
<td>OnlNews</td>
<td>TS</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>26</td>
<td>36</td>
<td>44</td>
<td>52</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>25</td>
<td>35</td>
<td>44</td>
<td>52</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>13</td>
<td>25</td>
<td>35</td>
<td>44</td>
<td>52</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BF</td>
<td>TS</td>
<td>4</td>
<td>9</td>
<td>11</td>
<td>11</td>
<td>14</td>
<td>14</td>
<td>17</td>
<td>25</td>
<td>26</td>
<td>40</td>
<td>54</td>
<td>68</td>
<td>84</td>
<td>91</td>
<td>105</td>
<td>114</td>
<td>131</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>28</td>
<td>40</td>
<td>52</td>
<td>63</td>
<td>74</td>
<td>84</td>
<td>94</td>
<td>104</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>13</td>
<td>14</td>
<td>28</td>
<td>40</td>
<td>52</td>
<td>63</td>
<td>74</td>
<td>84</td>
<td>94</td>
<td>104</td>
<td>114</td>
</tr>
<tr>
<td>YearPr</td>
<td>TS</td>
<td>5</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>15</td>
<td>18</td>
<td>19</td>
<td>22</td>
<td>33</td>
<td>44</td>
<td>54</td>
<td>62</td>
<td>70</td>
<td>78</td>
<td>84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Gr</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>31</td>
<td>43</td>
<td>53</td>
<td>62</td>
<td>70</td>
<td>77</td>
<td>84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ELS</td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>15</td>
<td>17</td>
<td>18</td>
<td>31</td>
<td>43</td>
<td>53</td>
<td>62</td>
<td>70</td>
<td>77</td>
<td>84</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 7.6: Error ratio for a $100 \times 100$ Kahan matrix.

<table>
<thead>
<tr>
<th>$k$</th>
<th>No changes</th>
<th>Greedy</th>
<th>EfficientLocalSearch</th>
<th>TwoStage</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7.028992</td>
<td>1.088793</td>
<td>1.088793</td>
<td>1.088793</td>
</tr>
<tr>
<td>3</td>
<td>6.959325</td>
<td>1.089115</td>
<td>1.089115</td>
<td>1.089115</td>
</tr>
<tr>
<td>4</td>
<td>6.889070</td>
<td>1.089350</td>
<td>1.089350</td>
<td>1.089350</td>
</tr>
<tr>
<td>5</td>
<td>6.818729</td>
<td>1.089577</td>
<td>1.089577</td>
<td>1.089577</td>
</tr>
<tr>
<td>6</td>
<td>6.748374</td>
<td>1.089806</td>
<td>1.089806</td>
<td>1.089806</td>
</tr>
<tr>
<td>7</td>
<td>6.678020</td>
<td>1.090040</td>
<td>1.090040</td>
<td>1.090040</td>
</tr>
<tr>
<td>8</td>
<td>6.607675</td>
<td>1.090281</td>
<td>1.090281</td>
<td>1.090281</td>
</tr>
<tr>
<td>9</td>
<td>6.537339</td>
<td>1.090528</td>
<td>1.090528</td>
<td>1.090528</td>
</tr>
<tr>
<td>10</td>
<td>6.467015</td>
<td>1.090783</td>
<td>1.090783</td>
<td>1.090783</td>
</tr>
<tr>
<td>20</td>
<td>5.764529</td>
<td>1.093816</td>
<td>1.118009</td>
<td>1.093816</td>
</tr>
<tr>
<td>30</td>
<td>5.063975</td>
<td>1.098087</td>
<td>1.219694</td>
<td>1.237866</td>
</tr>
<tr>
<td>40</td>
<td>4.366622</td>
<td>1.104401</td>
<td>1.245019</td>
<td>1.245019</td>
</tr>
<tr>
<td>50</td>
<td>3.674927</td>
<td>1.114186</td>
<td>1.256198</td>
<td>1.256198</td>
</tr>
</tbody>
</table>

report the average. We also show the error ratio without performing any column interchange, which is equivalent to the result of classic QR with pivoting. Table 7.6 shows the results. All three algorithms perform well on this task, although for some values of $k$ the greedy approach is better. It would be interesting to investigate the source of this deficiency in the case of EfficientLocalSearch.

### 7.2 Regularized column subset selection

In this section we report the results for the proposal described in chapter 6. Specifically, we aim to assess the following aspects:

- **Generalization ability.** We test the ability of the proposed algorithm to choose variables that can approximate well not only the input data (training data) but also future observations (test data).

- **Stability.** We test how robust our algorithm is to noisy variations in the data.
• **Conditioning.** We measure the conditioning of the selected submatrix, defined as the ratio between the largest and the smallest singular values.

• **Running time.** We evaluate the running time of our algorithm with respect to different input parameters.

• **Applications.** We evaluate the effectiveness of our algorithm as a preprocessing step for clustering and its ability to reconstruct partially observed images.

To this end, we employed a variety of well-known data sets. We now briefly describe them, and indicate the preprocessing operations and the training/test splits for each of them.

• Isolet [26]. This data set consists of a collection of spoken letter recordings by various individuals, each represented by a set of features. The data were used as distributed. The variables are real-valued between -1 and 1. For the test set, we respected the split proposed by the authors.

• MNIST [52]. Images of handwritten digits. The data were divided by 255 to ensure that all values be between 0 and 1. The training/test split provided by the authors was respected.

• Yale Face Extended [34]. Images of faces. The data were divided by 255 to ensure that all values be between 0 and 1. The first 1200 instances were used for training. The rest for testing.

• ORL [67]. Ten different images of each of 40 distinct subjects. The data were divided by 255 to ensure that all values be between 0 and 1. The first 300 instances were used for training. The rest for testing.
• COIL-20 [61]. Images of objects of different categories. The data were divided by 255 to ensure that all values be between 0 and 1. The data were split into two halves for training and testing, ensuring class balance between both sets. We reduce the size of the images to 64×64.

• Online News Popularity [29]. Statistics associated to news articles. All variables were standardized to zero mean and unit variance. The first 30,000 instances were used for training. The rest for testing.

Table 7.7 summarizes the employed data sets.

Table 7.7: Employed datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Variables</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORL</td>
<td>1024</td>
<td>300</td>
<td>100</td>
</tr>
<tr>
<td>MNIST</td>
<td>784</td>
<td>60,000</td>
<td>10,000</td>
</tr>
<tr>
<td>YaleB</td>
<td>1024</td>
<td>1200</td>
<td>1214</td>
</tr>
<tr>
<td>OnlineNews</td>
<td>58</td>
<td>30,000</td>
<td>30,000</td>
</tr>
<tr>
<td>IsoLet</td>
<td>617</td>
<td>5200</td>
<td>1559</td>
</tr>
<tr>
<td>COIL-20</td>
<td>4096</td>
<td>300</td>
<td>100</td>
</tr>
</tbody>
</table>

We consider two algorithms:

• Greedy: The unregularized greedy algorithm for problem 3.4. We use a Python implementation of the algorithm described by Farahat et al. [28].

• RegGreedy: The algorithm proposed in chapter 6 to solve problem 7 (iterating until the desired number of columns is chosen). We use a Python implementation. In all experiments we use the algorithm adapted to optimize problem 7.
7.2.1 Generalization ability

In our first set of experiments, we evaluate whether the regularized formulation and
the corresponding algorithm select columns that produce models with better gener-
alization ability. To this end, we run the algorithms, both Greedy and RegGreedy,
on small samples of the training splits of the data sets, and then measure the ability
of the resulting models to approximate the rest of the features of the test split.

Given an input matrix $A$, a test matrix $B$, a number $k \in \mathbb{N}$ and a value of $\lambda \in \mathbb{R}$,
assume the algorithm being run outputs the set $S$. Then we measure the loss as

$$L(S) = \|B - B_S (A_S^T A_S + \lambda I)^{-1} A_S^T A\|^2_F$$

Notice that for both the unregularized and the regularized algorithms, we measure
the loss using a regularized approximation. This is because even though the unreg-
ularized version does not attempt to optimize this objective, the approximation on
the test split will generally be much better if we introduce the regularization term
$\lambda$, thus providing a fairer comparison. In doing so, we set the bar higher for our
algorithm.

For all data sets, we run the algorithms on $2^i\%$ of the training data, $i = 0, \ldots, 4,$
for $k = 2^i, i = 4, \ldots, 9$, and then measure the loss on the test split. It should be noted
that we simply set $\lambda = 1$ for all cases. However, better results might be obtained
by fine-tuning this parameter. In order to assess the improvement brought by the
regularized variant, we measure the relative improvement as follows. Let $S_N$ be the
set output by the Greedy, and $S_R$ the set output by RegGreedy. Then the relative
improvement is defined as

$$100 \times \frac{L(S_N) - L(S_R)}{L(S_N)}$$
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In order to provide a better estimate of this value, we run the algorithms 50 times on different random samples of the training set and replace $L(S_N)$ and $L(S_R)$ with their averages.

Figure 7.8 illustrates the results. For each data set, we show the relative improvement for the different fractions of the training set. It can be seen that the regularizing penalty yields significant improvements, especially when training data are scarce and $k$ is large. Notice the different scale on the plots corresponding to OnlineNews and MNIST, where the improvement was more moderate.

### 7.2.2 Stability

As discussed above, instances of the unregularized formulation of the column subset selection problem (problem 3.4) where $n \gg m$ are inconvenient. In this set of experiments, we aim to verify whether the regularized formulation and the corresponding algorithm improves the stability of the results. In order to test this, we perturb the input data to see how the algorithms behave in the face of noise.

To measure the stability of each of the algorithms, we run them on $s$ different instances of the perturbed matrix and measure the average pairwise Jaccard index, which we define below. Given two sets $S_1, S_2$, the Jaccard index is measured as

$$J(S_1, S_2) = \frac{|S_1 \cap S_2|}{|S_1 \cup S_2|}$$

Given a collection of sets $S_1, \ldots, S_s$, we define the average pairwise Jaccard index as

$$\bar{J}(S_1, \ldots, S_s) = \frac{1}{s(s-1)} \sum_i \sum_j J(S_i, S_j) \mathbb{1}\{i \neq j\}$$

where $\mathbb{1}\{i \neq j\}$ is 1 if $i \neq j$, 0 otherwise. To make this index more meaningful, we
calculate its expected value assuming the column subsets are chosen uniformly at
random. Given a matrix of \( n \) columns, assume we want to select a subset of size \( k \).
If we pick two subsets of \([n]\) at random, \( S_1 \) and \( S_2 \), there are \( \binom{n}{k}^2 \) possible outcomes.
Out of these, the number of pairs that have \( k - p \) elements in common is

\[
\binom{n}{k} \binom{k}{p} \binom{n - k}{p}
\]

To see this, observe that for each of the \( \binom{n}{k} \) possible values of \( S_1, S_2 \) must have \( p \) out
of \( k \) elements that are not in \( S_1 \), and those can be any of the remaining \( n - k \) ones.
Therefore, the expected value of the size of the intersection between two subsets
drawn uniformly at random is

\[
E[S_1 \cap S_2] = \sum_{p=0}^{k} \frac{(k - p) \binom{k}{p} \binom{n-k}{p}}{\binom{n}{k}}
\]

Now, the Jaccard index of each of those pairs is the size of the intersection divided
by the size of the union. Hence, given \( n \) and \( k \),

\[
E[J] = \sum_{p=0}^{k} \frac{(k - p) \binom{k}{p} \binom{n-k}{p}}{\binom{n}{k} (k + p)}
\]

We can now measure the stability of the algorithms by running them on different
perturbations of the input matrix, and then comparing the average pairwise Jaccard
index of the resulting subsets with the expected value of the Jaccard index. We
consider the case where \( n > m \), that is, the input matrix has more columns than
rows. To this end, we take random samples of 100 rows of each training data set and
set \( k = m \). In the case of OnlineNews, since \( n < 100 \), we take \( k = m = n/2 \). Note
that the case \( k > m \) becomes pathological in the unregularized formulation, since
any column choice once the span of the data has been covered is equally inocuous. Therefore, as \( k \) grows beyond the value of \( m \), the Jaccard index for the unregularized formulation will approach \( E[J] \) if ties are broken arbitrarily.

We take the input data set and perturb it with a matrix whose entries are independently sampled from a Gaussian distribution with zero mean and a standard deviation of \( 10^{-3} \). As explained above, we apply \( s \) different perturbations to the input data and run the algorithms on each of them, thus obtaining \( s \) different subsets for each algorithm. We set \( s = 100 \) and measure the average pairwise Jaccard index. Table 7.8 shows the results. We also show the expected value of the Jaccard index to know how close to a random choice each algorithm is. We run this experiment for \( \lambda = 0 \) (i.e. the unregularized algorithm by Farahat et al. [28]), \( \lambda = 1 \) and \( \lambda = 10 \). It can be seen that the regularized formulation significantly improves the stability of the results.

### 7.2.3 Conditioning

The conditioning of a matrix can be loosely understood as a measure of numerical rank deficiency. Formally, given a matrix \( C \) of rank \( k \), we define its conditioning, or its condition number, as \( \kappa(C) = \frac{\sigma_1(C)}{\sigma_k(C)} \). Ill-conditioned matrices, that is, with a

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \lambda = 0 )</th>
<th>( \lambda = 1 )</th>
<th>( \lambda = 10 )</th>
<th>( E[J] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORL</td>
<td>0.177</td>
<td>0.245</td>
<td>0.408</td>
<td>0.012</td>
</tr>
<tr>
<td>MNIST</td>
<td>0.278</td>
<td>0.951</td>
<td>0.774</td>
<td>0.068</td>
</tr>
<tr>
<td>YaleB</td>
<td>0.252</td>
<td>0.632</td>
<td>0.852</td>
<td>0.051</td>
</tr>
<tr>
<td>OnlineNews</td>
<td>0.782</td>
<td>1.0</td>
<td>1.0</td>
<td>0.336</td>
</tr>
<tr>
<td>Isolet</td>
<td>0.422</td>
<td>0.6</td>
<td>0.838</td>
<td>0.088</td>
</tr>
</tbody>
</table>
large condition number, are prone to significant numerical errors when involved in the solution of linear systems.

We compute the condition number of the submatrices of the training set selected by both algorithms, regularized and unregularized. We run the algorithm 50 times on different random samplings of the training set and report the minimum, average and maximum across all runs in tables 7.9 and 7.10. The results clearly reveal that the regularization term encourages the selection of significantly better-conditioned column subsets.

In order to avoid overcrowding the table we only report the results for $k = 16, 32$, as they are illustrative of the general behaviour of the algorithms in this regard.

An interesting fact revealed by our experiments is the following: in cases where $k > m$, the unregularized formulation of the problem is ill-posed. In terms of the objective function, once the $m$-dimensional subspace spanned by the matrix has been covered, any subsequent column choice is equally good. The unregularized algorithm therefore yields particularly poorly conditioned subsets (see e.g. YaleB, 0.01 * $m$, $k = 16$, $\lambda = 0$ in tables 7.9 and 7.10. What is surprising is that in these situations, the regularized variant produces column subsets that lead to well-conditioned matrices even in the test set. An example of the obtained condition numbers on submatrices of the test set is shown in table 7.11.

7.2.4 Clustering

We test the effectiveness of our algorithm as a preprocessing step for clustering. Dimensionality reduction is often essential for these tasks, because the distance computations employed by most clustering algorithms are particularly sensitive to large numbers of variables.
Table 7.9: Condition number of the matrices output by the unregularized and the regularized algorithms. For each experiment we report the minimum, average and maximum (min / avg / max) of 50 runs on different random samplings.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Dataset</th>
<th>Greedy</th>
<th>RegGreedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01*m</td>
<td>ORL</td>
<td>13.07 / 338.94 / 3127.57</td>
<td>4.45 / 6.28 / 10.71</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>130.88 / 142.34 / 153.50</td>
<td>5.74 / 6.13 / 6.56</td>
</tr>
<tr>
<td></td>
<td>YaleB</td>
<td>243.81 / 12186.18 / 48241.03</td>
<td>31.97 / 183.84 / 1019.68</td>
</tr>
<tr>
<td></td>
<td>OnlineNews</td>
<td>2.37 / 3.63 / 5.33</td>
<td>2.37 / 3.39 / 4.59</td>
</tr>
<tr>
<td></td>
<td>Isolet</td>
<td>12.66 / 19.91 / 29.78</td>
<td>11.58 / 14.75 / 17.96</td>
</tr>
<tr>
<td>0.04*m</td>
<td>ORL</td>
<td>119.35 / 2331.63 / 20602.93</td>
<td>55.78 / 90.22 / 187.40</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>136.33 / 147.26 / 161.20</td>
<td>5.61 / 5.90 / 6.27</td>
</tr>
<tr>
<td></td>
<td>YaleB</td>
<td>29.62 / 35.36 / 46.36</td>
<td>24.32 / 32.24 / 41.23</td>
</tr>
<tr>
<td></td>
<td>OnlineNews</td>
<td>2.46 / 3.17 / 4.07</td>
<td>2.46 / 3.01 / 3.91</td>
</tr>
<tr>
<td></td>
<td>Isolet</td>
<td>10.82 / 13.24 / 16.66</td>
<td>10.42 / 12.52 / 16.53</td>
</tr>
<tr>
<td>0.16*m</td>
<td>ORL</td>
<td>61.95 / 74.08 / 90.82</td>
<td>41.89 / 60.14 / 86.10</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>130.80 / 146.03 / 151.36</td>
<td>5.55 / 18.69 / 134.06</td>
</tr>
<tr>
<td></td>
<td>YaleB</td>
<td>22.11 / 24.50 / 28.54</td>
<td>20.93 / 24.29 / 28.38</td>
</tr>
<tr>
<td></td>
<td>OnlineNews</td>
<td>2.45 / 2.80 / 3.34</td>
<td>2.45 / 2.80 / 3.34</td>
</tr>
<tr>
<td></td>
<td>Isolet</td>
<td>9.58 / 10.74 / 11.93</td>
<td>9.58 / 10.74 / 11.93</td>
</tr>
</tbody>
</table>

In order to evaluate the ability of our methods to produce robust feature subsets, we proceed as follows: we run the algorithm on a small portion of the training set (of varying size) and then reduce the test set so as to keep the chosen variables only. We then run the $k$-means clustering algorithm on this reduced data set. For reference, we also consider the case where $k = n$, that is, using the whole feature set for clustering. Note that in this case, the training split does not play a part in the result. The results for the different test set sizes, equal to $m$−(training set size), are thus expected to be similar.

We considered the data sets ORL, COIL20 and IsoLet. We discarded MNIST and YaleB, where the $k$-means algorithm did not produce acceptable results, and OnlineNews, whose target values are better suited to a regression task.

To measure the quality of the result, we compute the normalized mutual infor-
Table 7.10: Condition number of the matrices output by the unregularized and the regularized algorithms. For each experiment we report the minimum, average and maximum (min / avg / max) of 50 runs on different random samplings.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Dataset</th>
<th>Greedy</th>
<th>RegGreedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>k = 32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01*m</td>
<td>ORL</td>
<td>33.92 / 116.77 / 240.82</td>
<td>3.90 / 5.10 / 7.68</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>10.22 / 146.46 / 241.65</td>
<td>10.22 / 10.90 / 11.80</td>
</tr>
<tr>
<td></td>
<td>YaleB</td>
<td>214.28 / 1218.04 / 2575.45</td>
<td>10.10 / 63.30 / 272.59</td>
</tr>
<tr>
<td></td>
<td>OnlineNews</td>
<td>4.67 / 5.86 / 7.43</td>
<td>4.58 / 5.71 / 7.32</td>
</tr>
<tr>
<td></td>
<td>Isolet</td>
<td>43.04 / 77.20 / 133.39</td>
<td>31.35 / 39.31 / 58.30</td>
</tr>
</tbody>
</table>

| 0.04*m      | ORL     | 183.43 / 985.98 / 4140.42 | 20.59 / 27.88 / 42.15 |
|             | MNIST   | 227.12 / 235.81 / 247.82 | 9.36 / 10.03 / 10.40 |
|             | YaleB   | 99.93 / 134.32 / 185.35 | 76.28 / 103.24 / 139.18 |
|             | OnlineNews | 3.99 / 4.82 / 5.86 | 3.98 / 4.72 / 5.51 |
|             | Isolet  | 20.40 / 24.28 / 28.62 | 20.38 / 23.58 / 27.96 |

| 0.16*m      | ORL     | 178.82 / 233.01 / 304.82 | 131.69 / 175.00 / 210.30 |
|             | MNIST   | 225.88 / 235.61 / 244.84 | 9.95 / 55.10 / 241.62 |
|             | YaleB   | 40.26 / 43.60 / 51.41 | 38.01 / 41.91 / 48.99 |
|             | OnlineNews | 3.78 / 4.38 / 5.12 | 3.77 / 4.24 / 5.12 |
|             | Isolet  | 17.82 / 20.30 / 21.42 | 17.82 / 20.30 / 21.42 |

Table 7.11: Condition number of the test submatrices chosen by the unregularized and the regularized algorithms, in a case where $k > m$. In this situation, the unregularized version of the problem becomes ill-posed, and the algorithm unstable.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Dataset</th>
<th>$\lambda = 0$</th>
<th>$\lambda = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>k = 16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01*m</td>
<td>YaleB</td>
<td>6.22e+16 / 8.76e+16 / 2.37e+17</td>
<td>17.43 / 26.07 / 45.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.21e+16 / 1.74e+16 / 2.84e+16</td>
<td>28.34 / 46.74 / 72.87</td>
</tr>
</tbody>
</table>

The normalized mutual information (NMI) of the ground truth labels and the obtained partition. The NMI is defined as follows. Given two discrete random variables $X, Y$, the NMI is defined as follows:

$$\text{NMI}(X,Y) = \frac{\text{MI}(X,Y)}{\sqrt{H(X)H(Y)}}$$

where $\text{MI}(X,Y)$ is the mutual information of $X$ and $Y$, and $H(X)$ is the entropy of $X$. 86
Cluster centroids were initialized using the $k$-means++ scheme, and the best result out of 10 in terms of the objective function was kept. The process was repeated 50 times, running the column subset selection algorithms on different random samples of the training set each time. We report the average of the obtained NMI values.

The results are shown in table 7.12, using from 1% to 16% of the training data. In all 3 data sets, RegGreedy shows superior performance. Some of the results warrant further discussion. First, an interesting property of RegGreedy is that the NMI is remarkably stable with respect to the amount of training data used, while Greedy generally only starts obtaining good results when a sizeable portion is employed. Second, in a few instances, RegGreedy did show clearly poorer performance (COIL20, $k = 16, 32$). It would be interesting to determine the cause of this deficiency.

This results provide evidence of the clear advantages of using the regularized variant of column subset selection for practical applications. In particular, note how the quality of the clustering improves when using feature subsets of size 128 or more rather than the entire feature set. In the case of RegGreedy, this improvement is present even when the feature subset was chosen using only 1% of the training data.

### 7.2.5 Image reconstruction

In order to provide a visual account of the improved generalization ability of the proposed method, we evaluate its ability to reconstruct instances of unseen images. To this end, we run Greedy and RegGreedy on a small portion of a 64×64 version of the ORL data set.

We proceed as follows. Let $A$ be the portion of the training data set used, and let $S$ be the subset output by the employed algorithm. We define $C = A_S$ and
Table 7.12: NMI for clustering results on the test set using the feature subset chosen by each algorithm. G=Greedy, RG=RegGreedy

<table>
<thead>
<tr>
<th>k</th>
<th>0.01 * m</th>
<th>0.02 * m</th>
<th>0.04 * m</th>
<th>0.08 * m</th>
<th>0.16 * m</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.67</td>
<td>0.768</td>
<td>0.786</td>
<td>0.787</td>
<td>0.785</td>
</tr>
<tr>
<td>32</td>
<td>0.653</td>
<td>0.791</td>
<td>0.713</td>
<td>0.798</td>
<td>0.76</td>
</tr>
<tr>
<td>64</td>
<td>0.632</td>
<td>0.808</td>
<td>0.685</td>
<td>0.808</td>
<td>0.734</td>
</tr>
<tr>
<td>128</td>
<td>0.614</td>
<td>0.819</td>
<td>0.657</td>
<td>0.817</td>
<td>0.7</td>
</tr>
<tr>
<td>256</td>
<td>0.588</td>
<td>0.821</td>
<td>0.625</td>
<td>0.82</td>
<td>0.672</td>
</tr>
<tr>
<td>512</td>
<td>0.565</td>
<td>0.824</td>
<td>0.596</td>
<td>0.823</td>
<td>0.639</td>
</tr>
<tr>
<td>n</td>
<td>0.81</td>
<td>0.808</td>
<td>0.803</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>COIL20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.644</td>
<td>0.636</td>
<td>0.696</td>
<td>0.636</td>
<td>0.718</td>
</tr>
<tr>
<td>32</td>
<td>0.642</td>
<td>0.686</td>
<td>0.703</td>
<td>0.67</td>
<td>0.744</td>
</tr>
<tr>
<td>64</td>
<td>0.654</td>
<td>0.721</td>
<td>0.701</td>
<td>0.724</td>
<td>0.739</td>
</tr>
<tr>
<td>128</td>
<td>0.639</td>
<td>0.76</td>
<td>0.701</td>
<td>0.769</td>
<td>0.744</td>
</tr>
<tr>
<td>256</td>
<td>0.646</td>
<td>0.782</td>
<td>0.707</td>
<td>0.782</td>
<td>0.74</td>
</tr>
<tr>
<td>512</td>
<td>0.662</td>
<td>0.782</td>
<td>0.698</td>
<td>0.779</td>
<td>0.746</td>
</tr>
<tr>
<td>n</td>
<td>0.758</td>
<td>0.755</td>
<td>0.755</td>
<td>0.754</td>
<td>0.756</td>
</tr>
<tr>
<td>IsoLet</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.573</td>
<td>0.571</td>
<td>0.576</td>
<td>0.575</td>
<td>0.579</td>
</tr>
<tr>
<td>32</td>
<td>0.604</td>
<td>0.602</td>
<td>0.608</td>
<td>0.61</td>
<td>0.604</td>
</tr>
<tr>
<td>64</td>
<td>0.642</td>
<td>0.655</td>
<td>0.66</td>
<td>0.665</td>
<td>0.656</td>
</tr>
<tr>
<td>128</td>
<td>0.577</td>
<td>0.703</td>
<td>0.698</td>
<td>0.709</td>
<td>0.707</td>
</tr>
<tr>
<td>256</td>
<td>0.5</td>
<td>0.725</td>
<td>0.613</td>
<td>0.733</td>
<td>0.728</td>
</tr>
<tr>
<td>n</td>
<td>0.697</td>
<td>0.699</td>
<td>0.704</td>
<td>0.704</td>
<td>0.701</td>
</tr>
</tbody>
</table>

\[ W = (C^TC + \lambda I)^{-1}C^TA \] To rebuild an instance of the test set \( x \), we compute

\[ x_S^TW \]

Three examples are shown in figure 7.9. The reconstructions were done for \( k = 128, 256, 512, 1024, 2048 \). The shown images were selected as follows. We compute
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the average reconstruction error attained by each algorithm at each value of $k$. The first image we show is the one whose reconstruction error was the closest to the average for $k = 2048$ (which was casually the same for both algorithms). The second image was the closest to the average error using Greedy for $k = 128$. The third, the closest to the average error using RegGreedy for $k = 128$. The chosen images should therefore be close to the expected reconstruction error incurred by each algorithm for $k = 128$ and $k = 2048$.

These images demonstrate how the models obtained using RegGreedy exhibit a better ability to recover certain visual characteristics. In particular, this highlights a previously discussed issue (see section 7.2.2). When $k$ becomes larger than the rank of the input matrix, the unregularized formulation of the problem no longer constitutes a suitable objective to judiciously choose additional columns. This is visible in this example when $k > 512$. Increasing the value of $k$ does not provide improvements when using Greedy, while RegGreedy manages to recover additional nuance when the dimensionality of the model increases (even if the result is visually subtle, the reconstruction error continues to decrease using RegGreedy, while it ceases to do so with Greedy).

### 7.2.6 Running time

In order to evaluate the running time of our algorithm, we generated synthetic matrices of increasing dimensions and ran the algorithms for increasing values of $k$. Figure 7.10 shows the resulting times for the unregularized (Greedy) and the regularized (RegGreedy) algorithms. To measure the sensitivity with respect to each parameter, we fixed the other two. Specifically, we run the following experiments:

- $n = 1000, k = 128, m \in [10^3, 10^5]$
• $m = 1000, k = 1, n \in [100, 5000]$

• $m = 1000, n = 1024, k \in [10, 1020]$

The behavior of both algorithms with respect to $m$ and $n$ (the number of rows and columns respectively) is very similar. For large values of $k$, the regularized variant does exhibit noticeably larger running times. It should be noted, however, that the ratio between the time required by the two algorithms converges to a constant factor. This ratio is shown in the plot for varying values of $k$ to support this claim.
Figure 7.1: Running times for one iteration of our algorithm compared to other methods.
<table>
<thead>
<tr>
<th>TS</th>
<th>Greedy</th>
<th>ELS</th>
<th>SVD</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2064</td>
<td>1.4374</td>
<td>1.1603</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$k = 20$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.7925</td>
<td>1.6557</td>
<td>1.3819</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$k = 30$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.7705</td>
<td>1.3594</td>
<td>1.0023</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$k = 40$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8073</td>
<td>1.6981</td>
<td>0.9838</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>$k = 50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2121</td>
<td>1.5641</td>
<td>1.3917</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.2: Reconstructions achieved with different algorithms. Below each image is the approximation error with respect to the SVD.
Figure 7.3: Average error attained by EfficientLocalSearch as the number of attempts increases

Figure 7.4: Average error attained by EfficientLocalSearch as the number of attempts increases
Figure 7.5: Average error attained by EfficientLocalSearch as the number of attempts increases
Figure 7.6: Average number of iterations before EfficientLocalSearch stops.
Figure 7.7: Average error attained by EfficientLocalSearch at each iteration
Figure 7.8: Relative improvement of the regularized variant
Figure 7.9: Reconstruction of test set images. For both (a), (b) and (c): Top: reconstruction by RegGreedy. Bottom: reconstruction by Greedy. Right: Original image. We show reconstructions for $k = 128, 256, 512, 1024, 2048$. 
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Figure 7.10: Running times with respect to the different input parameters. The ratio between the running time of the two algorithms is shown in the plot for the value of $k$. 
Chapter 8

Conclusions & future work

In this thesis we have addressed the problem of column subset selection in practice. We have first set out to overcome potential drawbacks of existing methods in practical settings, leading to the choice of a local-search heuristic. Our contributions in this regard can be summarized as follows:

- We have derived an efficient implementation of local search taking advantage of the nature of column substitutions in the linear-algebraic context. This has resulted in an algorithm of significantly reduced complexity and running time with respect to a naive implementation.

- We have derived results that enable the application of this algorithm to very large data sets.

- We have derived elementary approximation guarantees for the resulting algorithm. In particular, we have provided an approximation of factor $k$ with respect to the optimal solution of the maximization version of the problem, scaled by the smallest singular value of the corresponding optimal matrix.
Second, we have addressed the problem of regularization in column subset selection. Our contributions in this regard can be summarized as follows:

- We have proposed regularized formulations of the problem, including variants that are adequate for feature selection in practice.
- We have produced a correct and efficient greedy algorithm for these formulations.
- We have derived a lower bound on the error of the proposed problems.

In addition, we have performed a wide variety of experiments to demonstrate the validity of our claims, to assess the performance of our algorithms in practice and to gain insight on their behaviour.

The work described in this thesis has brought our attention to various avenues of possible further inquiry.

One of the most interesting open questions relating to column subset selection is the approximability of the combinatorial objective. As we have seen, most existing works regard column subsets as low-rank approximations, and thus the employed yardstick is the ratio to the best possible factorization of a given rank. Using exactly \( k \) columns we cannot hope for a ratio better than \( k + 1 \). However, if we replace the best rank-\( k \) approximation with simply an optimal subset, the extent to which we can improve this result is not yet known. Given the vast amount of research already devoted to these problems, we think this could turn out to be a fertile endeavour. In particular, can existing approximation algorithms for column subset selection problems be shown to achieve guarantees for optimal solutions? How do both ratios—to best rank-\( k \) approximations and optimal solutions—relate?
To the best of our knowledge, only one work proposes an approximation scheme to optimal solutions of GCSSP. However, the impact of the smallest singular value of the optimal matrix in the number of required columns bars the algorithm from being a PTAS—it is easy to come up with examples where the optimal solution is arbitrarily ill-conditioned. It remains to be seen whether we can eliminate the presence of such value in the number of columns required to achieve multiplicative or additive approximations. To this end, can we leverage methods from the numerical linear algebra literature to isolate well-conditioned blocks? An equally interesting challenge arises for the case where we are restricted to exactly $k$ columns.

The algorithms and problem formulations proposed in this dissertation also give rise to several questions of independent interest. For instance, why does a single iteration of local search seem to perform remarkably well? Can we take advantage of this behaviour to derive initialization schemes that lead to stronger approximation guarantees?

Our expedition into regularization has also revealed some compelling questions. First of all, it is apparent that an efficient local-search algorithm could be derived with similar techniques as the ones used for the greedy approach, which might lead to better performance in practice. Other puzzles that arise immediately are, for instance, the possibility of deriving approximation guarantees and tighter lower bounds. Additionally, the incorporation of regularizing penalties implicitly regards the resulting models as the product of a statistical inference task. Therefore, it would be interesting to identify maximum-a-posteriori objectives that lead to an equivalent problem formulation, in order to reveal the implicit assumptions about the nature of the data that the proposed approaches make.

Finally, it is of undoubted interest to explore column subset selection and, more generally, unsupervised feature selection beyond the boundaries of linear models.
Existing methods for non-linear inference — e.g. kernel ridge regression — suggest that many of the ideas discussed in this thesis could be extended in this direction.
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Appendix A

Proofs

Proof of proposition 1

Proof. Zeroing out the column $i$ of matrix $C$ can be seen as the following rank-1 update of $C$:

$$\tilde{C} = C + cd^T$$

where $c = C_{i:}$ and $d = -e_i$ is minus the $i$-th vector of the canonical basis of a $k$-dimensional vector space (all zeros and a $-1$ in position $i$). It is obvious that $c$ lies in the column space of $C$. Additionally, $\text{rank}(C) = k$. Therefore, $d^T \in \mathbb{R}^{1 \times k}$ lies in the row space of $C$. Let us define $\beta = 1 + d^T C^+ c$. Then

$$\beta = 1 - (C^+)_{i:}c = 1 - ((C^T C)^{-1} C^T)_{i:}c = 1 - 1 = 0$$

This means that this update always corresponds to case ($vi$) of [57] and the generalized inverse can be updated as

$$\tilde{C}^+ = C^+ - kk^+C^+ - C^+h^+h + k^+C^+h^+k$$
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where \( k = C^+c \) and \( h = d^T C^+ = (C^+)_i; = \rho^T. \) Now, we have the three following equalities:

\[
kk^+C^+ = C^+ c(C^+ c)^+ C^+ = e_i e_i^T C^+ = (C^+)_i; \\
C^+ h^+ h = C^+ \frac{h^T}{\|h\|^2} h = \|\rho\|_2^{-2} C^+ \rho \rho^T \\
k^+ C^+ h^+ k h = (C^+ c)^+ C^+ (\rho^T)^+ k h = k h = (C^+)_i;
\]

Hence,

\[
\tilde{C}^+ = C^+ - \|\rho\|_2^{-2} C^+ \rho \rho^T
\]

Proof of proposition 2

Proof. Let \( G = -\|\rho\|_2^{-2} C^+ \rho \rho^T \) (Proposition 1). Then

\[
\tilde{E} = A - \tilde{C} \tilde{C}^+ A \\
= A - \tilde{C} (C^+ + G) A \\
= A - \tilde{C} C^+ A - \tilde{C} G A
\]

Since \( \tilde{C} C^+ A = C C^+ A - C_{ii}(C^+ A)_{ii}; \)

\[
\tilde{E} = E + C_{ii}(C^+ A)_{ii}; - \tilde{C} G A \\
= E + C_{ii} \rho^T A - \tilde{C} (-\|\rho\|_2^{-2} C^+ \rho \rho^T) A
\]
Proof of proposition 3.

Proof. From corollary 3 in [28],

\[ \tilde{F} = F + \frac{\delta \delta^T}{\delta_j} \]

Therefore, for \( k = 1, \ldots, n \) we have

\[
\tilde{f}_k = \| \tilde{F}_{:k} \|_2^2 = \sum_i (F_{ik} + \frac{\delta_i \delta_k}{\delta_j})^2 \\
= \sum_i F_{ik}^2 + \left( \frac{\delta_i \delta_k}{\delta_j} \right)^2 + 2F_{ik} \frac{\delta_i \delta_k}{\delta_j} \\
= \| F_{:k} \|_2^2 + \frac{\delta_k^2}{\delta_j} \| \delta \|_2^2 + 2 \sum_i F_{ik} \frac{\delta_i \delta_k}{\delta_j}
\]

Additionally, we have the following:

\[
\sum_i F_{ik} \frac{\delta_i \delta_k}{\delta_j} = \frac{\delta_k}{\delta_j} \sum_i F_{ik} \delta_i = \frac{\delta_k}{\delta_j} (F_{:k})^T \delta = \frac{\delta_k}{\delta_j} \gamma_k
\]

Therefore

\[
\tilde{f}_k = \| F_{:k} \|_2^2 + \frac{\delta_k^2}{\delta_j} \| \delta \|_2^2 + 2 \frac{\delta_k}{\delta_j} \gamma_k = f_k + \frac{\delta_k^2}{\delta_j} \| \delta \|_2^2 + 2 \frac{\delta_k}{\delta_j} \gamma_k
\]

Considering the whole vector \( \tilde{f} \), we retrieve the first equality we wanted to prove. The case of \( \tilde{g} \) is trivial, given that

\[
\tilde{g}_k = F_{kk} + \frac{\delta_k \delta_k}{\delta_j}
\]

Proof of proposition 4.
Proof. Adding the column $A_w$ to matrix $\tilde{C}$ can be seen as the following rank-1 update:

$$ C = \tilde{C} + cd^T $$

where $c = A_w$ and $d = e_i$ is the $i$-th vector of the canonical basis of a $k$-dimensional vector space (all zeros and a 1 in position $i$).

We assume that the addition of column $A_w$ increases the rank of $\tilde{C}$, which implies that $c$ is not in the column space of $\tilde{C}$. In addition, since $\tilde{C}_{:i} = 0$, $d^T = e_i^T$ is not in the rowspace of $\tilde{C}$. Therefore, we are in case (i) of [57]. We define $\beta = 1 + d^T \tilde{C}^+ c$. The generalized inverse can thus be updated as

$$ C^+ = \tilde{C}^+ - ku^+ - v^+ h + \beta v^+ u^+ $$

where $k = \tilde{C}^+ c$, $h = d^T \tilde{C}^+ = (\tilde{C}^+)_{:,i}$, $u = (I - \tilde{C} \tilde{C}^+ )c$ and $v = d^T (I - \tilde{C}^+ \tilde{C} )$. Since rank($\tilde{C}$) = $k - 1$ and $\tilde{C}_{:i} = 0$, $I - \tilde{C}^+ \tilde{C}$ is comprised exclusively of zeros, except for $\tilde{C}_{:i} = 1$. Therefore, $v = e_i^T$. We therefore have

$$ C^+ = \tilde{C}^+ - \frac{\tilde{C}^+ c (c - \tilde{C} \tilde{C}^+ c)^T}{\|c - \tilde{C} \tilde{C}^+ c\|_2^2} - H + \frac{\beta e_i (c - \tilde{C} \tilde{C}^+ c)^T}{\|c - \tilde{C} \tilde{C}^+ c\|_2^2}, $$

where $H$ is a zero matrix with $h$ in its $i$-th row. Now, since $\tilde{C}_{:i} = 0$, then $h = (\tilde{C}^+)_{:,i} = 0$ and $\beta = 1$. Also, note that $c - \tilde{C} \tilde{C}^+ c = \tilde{E}_{:w} = \omega$. Therefore,

$$ C^+ = \tilde{C}^+ - \|\omega\|_2^{-2} (\tilde{C}^+ A_w \omega^T - e_i \omega^T) $$

Proof of theorem 2.
Proof. For some $S \in {\mathcal S}^{n \times k}$, let $C = AS$ and $\tilde{C} = \Sigma V^T S$. Since $U$ is orthogonal and its first $n$ columns span the column space of $A$, for all $S \in {\mathcal S}^{n \times k}$

$$
\|A - CC^+ A\|_F^2 = \|U^T (A - CC^+ A)\|_F^2 \\
= \|U^T A - U^T C C^+ A\|_F^2 \\
= \|\Sigma V^T - \tilde{C} C^+ A\|_F^2
$$

The first equality holds also for the “thin” SVD because $U$ is column-wise orthogonal and $CC^+ A$ lies in the column space of $A$, and thus so does $A - CC^+ A$. We have that

$$
\tilde{C}^T \tilde{C} = (\Sigma V^T S)^T \Sigma V^T S = S^T V \Sigma \Sigma V^T S \\
= S^T A^T U U^T A S = (A S)^T A S = C^T C
$$

Now, since $C^+ = (C^T C)^{-1} C^T$, $\tilde{C}^+ = (\tilde{C}^T \tilde{C})^{-1} \tilde{C}^T$ and $\tilde{C} = \Sigma V^T S = U^T A S = U^T C$, we have that

$$
\tilde{C}^+ \Sigma V^T = (\tilde{C}^T \tilde{C})^{-1} \tilde{C}^T \Sigma V^T = (C^T C)^{-1} \tilde{C}^T \Sigma V^T \\
= (C^T C)^{-1} (U^T C)^T \Sigma V^T = (C^T C)^{-1} C^T U \Sigma V^T = C^+ A
$$

Which implies that

$$
\|A - (A S)(A S)^+ A\|_F^2 = \|A - CC^+ A\|_F^2 \\
= \|\Sigma V^T - \tilde{C} C^+ A\|_F^2 = \|\Sigma V^T - \tilde{C} \tilde{C}^+ \Sigma V^T\|_F^2 \\
= \|\Sigma V^T - \Sigma V^T S (\Sigma V^T S)^+ \Sigma V^T\|_F^2
$$

Note that rank($A$) = $n$ and $n < m$, so rank($C$) = $k$ and $(C^T C)^{-1}$ exists. Therefore,
the equality in (5.4) holds for all values of $S$, which means that the minimum will be attained at the same argument.

Proof of theorem 3.

Proof.

\[ f_i = \| (E^T E)_i \|_2^2 = \| (V \Sigma U^T U \Sigma V^T)_i \|_2^2 \]

\[ = \| (V \Sigma V^T)_i \|_2^2 = \| (\Sigma V^T)_i \|_2^2 \]

The last equality holds because $V$ is orthogonal. On the other hand,

\[ g_i = \| E_i \|_2^2 = (E_i)^T E_i = (V \Sigma U^T)_i ; (U \Sigma V^T)_i \]

\[ = (V \Sigma)_i ; (\Sigma V^T)_i = \| (\Sigma V^T)_i \|_2^2 \]

Proof of lemma 2.

Proof. Let us consider that at the beginning of some iteration (Algorithm 1, line 6), we are working with matrix $C \in \mathbb{R}^{m \times k}$ (column subset of $A$).

Let us denote $\tilde{C}_i = (C \setminus i)$. For all $i$, we can decompose $CC^+A$ as

\[ CC^+A = \tilde{C}_i + C_i \]

where $\tilde{C}_i = \tilde{C}_i \tilde{C}_i^+ A$ is the part that lies in the span of the columns of $\tilde{C}_i$, and $\tilde{C}_i = CC^+A - \tilde{C}_i \tilde{C}_i^+ A$ is the part that is orthogonal to them. Note that $\| C_i \|_F^2$ is what we lose from $\| CC^+A \|_F^2$ if we remove column $i$ from $C$. 
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Of course,
\[ \| \tilde{C}_i \|_F^2 \leq \| CC^+ A \|_F^2 \]

We can further tighten this bound by taking into account that after removing any column \( i \), we keep the \( k - 1 \) columns of \( \tilde{C}_i \), whose norm is kept intact. That is, the quantity that could be lost by the removal of a column \( i \) is bounded as
\[ \| \tilde{C}_i \|_F^2 \leq \| CC^+ A \|_F^2 - \| \tilde{C}_i \|_F^2 \]

To make this bound independent of the particular column that was removed, we proceed as follows. Since \( \tilde{C}_i \) is an \( m \times k - 1 \) submatrix of \( A \), we invoke the interlacing property of the singular values to see that \( \sigma_i(\tilde{C}_i) \geq \sigma_{n-k+i+1}(A) \) for \( i = 1, \ldots, k - 1 \). Since for every matrix \( W \) it is true that \( \| W \|_F^2 = \sum \sigma_i^2(W) \), we can state that
\[ \| \tilde{C}_i \|_F^2 \geq \sum_{i=n-k+2}^n \sigma_i^2(A) \]
Furthermore, we can assume there is a column \( w \) in \( C \) such that the loss is a \( k^{-1} \)-factor of the total (in the alternative case, we can easily derive an approximation equivalent to that of lemma 3, so here we focus on this worst-case condition). Therefore,
\[ \| \tilde{C}_w \|_F^2 \leq \frac{1}{k} \left( \| CC^+ A \|_F^2 - \sum_{i=n-k+2}^n \sigma_i^2(A) \right) \]

Combining the above result with lemma 1, we can conclude that there is at least one column in \( C \) whose replacement will yield at least the following improvement:
\[ \sigma_k^2(B) \left( \frac{\| BB^+ A \|_F^2 - \| \tilde{CC}^+ A \|_F^2}{4k\| BB^+ A \|_F^2} \right)^2 - \frac{1}{k} \left( \| CC^+ A \|_F^2 - \sum_{i=n-k+2}^n \sigma_i^2(A) \right) \quad \text{(A.1)} \]

That is, if the above quantity is greater than zero for some column of \( C \), the algorithm will not stop. This implies that, once the algorithm has stopped, the
above quantity will be less than or equal to zero. That is, after some elementary
manipulations we can state the following:

\[ \|CC^+A\|_F^2 \geq \sigma_k^2(B) \left( \|BB^+A\|_F^2 - \|\tilde{C}\tilde{C}^+A\|_F^2 \right)^2 + \sum_{i=n-k+2}^{n} \sigma_i^2(A) \]

Finally, since \(\tilde{C}\tilde{C}^+A\) is a (likely suboptimal) rank \(k-1\) approximation of \(BB^+A\),

\[ \|CC^+A\|_F^2 \geq \sigma_k^2(B) \frac{\sigma_k^4(BB^+A)}{4\|BB^+A\|_F^2} + \sum_{i=n-k+2}^{n} \sigma_i^2(A) \]

From which our result follows. \(\square\)

**Proof of lemma 3.**

*Proof.* Define \(\tilde{C}_i = C \setminus i\). Assume \(\|\tilde{C}_i\tilde{C}_i^+A\| < \|BB^+A\|_F^2\) for some \(i\) and some constant \(c\) such that

\[ 0 < c \leq \frac{\sigma_k^2(B)}{k} \leq \frac{1}{k} \]
Then

\[
\|CC^+ A\|^2_F - \|\tilde{C_i} \tilde{C_i}^+ A\|^2_F \geq \sigma^2_k(B) \left( \frac{\|BB^+ A\|^2_F}{4k\|BB^+ A\|^2_F} \right) \]

\[
\Rightarrow \|CC^+ A\|^2_F - \|\tilde{C_i} \tilde{C_i}^+ A\|^2_F \geq \sigma^2_k(B) \left( \frac{(k-1)\|BB^+ A\|^2_F}{4k\|BB^+ A\|^2_F} \right) \]

\[
\Rightarrow \|CC^+ A\|^2_F - \|\tilde{C_i} \tilde{C_i}^+ A\|^2_F \geq \sigma^2_k(B) \left( \frac{(k-1)^2\|BB^+ A\|^2_F}{4k^2} \right) \]

\[
\Rightarrow \|CC^+ A\|^2_F - \|\tilde{C_i} \tilde{C_i}^+ A\|^2_F \geq \sigma^2_k(B) \left( \frac{(k^2 + 1 - 2k)\|BB^+ A\|^2_F}{4k^3} \right) \]

\[
\Rightarrow \|CC^+ A\|^2_F \geq O \left( \frac{\sigma^2_k(B)}{k} \right) \|BB^+ A\|^2_F
\]

Proof of theorem 4.

Proof. Equality 6.5 gives an expression that reveals the optimum of the objective function of problem 6. We now show that this expression can be computed in \(O(\min\{np, n^2\})\) time.

First, observe from equalities 6.8 and 6.9 that the values of \(x_w\) and \(\tilde{x}_w\) for this iteration can be computed in \(O(nt)\) time complexity as follows:

\[
x_w := X_{w}^{(0)} + \sum_{j=0}^{t-1} \left( \frac{1}{\alpha_w} x_w x_w^T \right)^{(j)}
\]

\[
\tilde{x}_w := \sum_{j=0}^{t-1} \left( \frac{x_w}{\alpha_w} \tilde{x}_w + \frac{x_w}{\alpha_w} \tilde{x}_w + \frac{x_w}{\alpha_w} \tilde{x}_w \right) x_w x_w^T - \left( \frac{x_w}{\alpha_w} \tilde{x}_w \right)
\]
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We now define the matrices $W, \tilde{W}$ whose columns are respectively $x^{(0)}_w, \ldots, x^{(t-1)}_w$ and $\tilde{x}^{(0)}_w, \ldots, \tilde{x}^{(t-1)}_w$. We also define the diagonal matrix

$$B = \begin{pmatrix}
\frac{1}{\alpha^{(0)}_w} & & \\
& \ddots & \\
& & \frac{1}{\alpha^{(t-1)}_w}
\end{pmatrix}$$

and the column-scaled matrices $W_\alpha = WB, \tilde{W}_\alpha = \tilde{W}B$. The following equalities can be easily verified.

$$\left(\sum_{j=0}^{t-1} \frac{1}{\alpha^{(j)}_w} x^{(j)}_w x^{(j)}_{wi}\right)^T (x^{(t)}_w) = W_i W^T_\alpha x^{(t)}_w$$

$$\left(\sum_{j=0}^{t-1} \frac{1}{\alpha^{(j)}_w} \tilde{x}^{(j)}_w \tilde{x}^{(j)}_{wi}\right)^T (\tilde{x}^{(t)}_w) = W_i W^T_\alpha \tilde{x}^{(t)}_w$$

Combined with equalities 6.8 and 6.9, this implies the following:

$$(x^T_1 x_w, \ldots, x^T_n x_w)^T = X^{(0)} x_w + WW^T_\alpha x_w$$

$$(\tilde{x}^T_1 \tilde{x}_w, \ldots, \tilde{x}^T_n \tilde{x}_w)^T = X^{(0)} \tilde{x}_w + \tilde{W} W^T_\alpha \tilde{x}_w$$

And similarly,

$$(\tilde{x}^T_1 \tilde{x}_w, \ldots, \tilde{x}^T_n \tilde{x}_w)^T = \tilde{X}^T x_w$$

$$= W \tilde{W}^T_\alpha x_w + \tilde{W} W^T_\alpha x_w + \alpha^{-1}(\tilde{x}_w - x_w) W W^T_\alpha x_w + W W^T_\alpha x_w$$

Since $X^{(0)} \in \mathbb{R}^{n \times n}, W, \tilde{W} \in \mathbb{R}^{n \times t}$ and $x_w, \tilde{x}_w \in \mathbb{R}^{n \times 1}$, these equalities can be computed in $O(2n^2 + 8nt) = O(n^2)$. If $n > m$, instead of storing $X^{(0)}$ we can explicitly
compute $-A^T A x_w$ and $-A^T \tilde{A} x_w$, resulting in $O(\max\{mn, nt\})$ time complexity.

Using the variables $x_i^T x_w$, $x_i^T \tilde{x}_w$ and $\tilde{x}_i^T x_w$, which we have computed for $i = 1, \ldots, n$, we can now compute $\tilde{x}_i^T x_i$ and $x_i^T x_i$ as shown in equalities 6.10 and 6.11. Finally, from equalities 6.8 and 6.9 and the definition of $\alpha_i$, it is easily verified that

\[
(x_{ii})^{(t)} = (x_{ii})^{(t-1)} + \frac{1}{(\alpha_w)^{(t-1)}} x_{wi}^2
\]

\[
(\tilde{x}_{ii})^{(t)} = (\tilde{x}_{ii})^{(t-1)} + \frac{2 \tilde{x}_{wi} x_{wi} - x_{wi}^2}{(\alpha_w)^{(t-1)}} + x_{wi}^2 \left(\frac{\tilde{x}_{ii} - x_{ii}}{\alpha_w^2}\right)^{(t-1)}
\]

\[
\alpha_i = \lambda - x_{ii}
\]

These operations are easily seen to require $O(n)$ time complexity if computed for all $i$.

Having computed all these variables, we can now compute the value of expression 6.5 for all $i$ in a straightforward manner, thus completing the proof. 

\[
\square
\]
Appendix B

Detailed derivations

Here we show more detailed derivations of some of the equalities in the dissertation.

Equality 6.3:

\[
A^{(t+1)} = C_w(C_w^TC_w + \lambda I)^{-1}C_w^TA
= (C_w(C_w^TC_w + \lambda I)^{-1}(C_w)^T A
= C(C^TC + \lambda I)^{-1}C^TA + C\frac{vTv^T}{\alpha_w}C^TA - w\frac{v^T}{\alpha_w}C^TA - C\frac{vw^T}{\alpha_w}A + \frac{ww^T}{\alpha_w}A
= A^{(t)} + \frac{A_wA_w^{(t)}}{\alpha_w}A - w\frac{(A_w^{(t)})^T}{\alpha_w}A - \frac{A_w^{(t)}w^T}{\alpha_w}A + \frac{ww^T}{\alpha_w}A
= A^{(t)} + \frac{1}{\alpha_w}(A^{(t)}w - w)A
\]
Equality 6.4:

\[
\begin{align*}
\text{argmin } & \|A - A^{(t+1)}\|_F^2 \\
= & \arg \min_i \text{tr} \left((A - A^{(t+1)})^T (A - A^{(t+1)})\right) \\
= & \arg \min_i \text{tr}(A^T A) - \text{tr}(A^T A^{(t+1)}) - \text{tr}((A^T)^{(t+1)} A^T) + \text{tr}((A^T A)^{(t+1)}) \\
= & \arg \min_i \text{tr}(A^T A) - \text{tr}(A^T (A^{(t)} + \frac{1}{\alpha_i} d_i d_i^T A)) \\
- & \text{tr}((A^{(t)} + \frac{1}{\alpha_i} d_i d_i^T A)^T A) + \text{tr}(((A^{(t)} + \frac{1}{\alpha_i} d_i d_i^T A)^T A^{(t)} + \frac{1}{\alpha_i} d_i d_i^T A) \\
= & \arg \min_i \text{tr}(A^T A) - \text{tr}(A^T A^{(t)}) - \text{tr} \left(\frac{1}{\alpha_i} A^T d_i d_i^T A\right) \\
- & \text{tr}((A^{(t)} A) - \text{tr} \left(\frac{1}{\alpha_i} A^T d_i d_i^T A\right) \\
+ & \text{tr}((A^{(t)} A^{(t)}) + \text{tr} \left(\frac{1}{\alpha_i} (A^{(t)}) d_i d_i^T A\right) + \text{tr} \left(\frac{1}{\alpha_i} A^T d_i d_i^T A^{(t)}\right) \\
+ & \text{tr} \left(\frac{1}{\alpha_i} A^T d_i d_i^T d_i d_i^T A\right)
\end{align*}
\]

Equality 6.5:

\[
\begin{align*}
\text{argmin } & \|A - A^{(t+1)}\|_F^2 \\
= & -2\text{tr} \left(\frac{1}{\alpha_i} A^T d_i d_i^T A\right) + 2\text{tr} \left(\frac{1}{\alpha_i} (A^T)^{(t)} d_i d_i^T A\right) + \text{tr} \left(\frac{1}{\alpha_i^2} A^T d_i d_i^T d_i d_i^T A\right) \\
= & \arg \min_i \frac{2}{\alpha_i} \text{tr}((A^T)^{(t)} d_i d_i^T A) - \frac{2}{\alpha_i} \text{tr}(A^T d_i d_i^T A) + \frac{1}{\alpha_i^2} \|d_i d_i^T A\|_F^2 \\
= & \arg \min_i \frac{2}{\alpha_i} \tilde{x}_i^T x_i - \frac{2}{\alpha_i} \|x_i\|_2^2 + \frac{1}{\alpha_i^2} \|d_i\|_2^2 \|x_i\|_2^2 \\
= & \arg \min_i \frac{2}{\alpha_i} (\tilde{x}_i - x_i)^T x_i + \frac{1}{\alpha_i^2} \|x_i\|_2^2 (\tilde{x}_{ii} - x_{ii}) \\
= & \arg \min_i \frac{2}{\alpha_i} \tilde{x}_i^T x_i + \left(\frac{-2}{\alpha_i} + \frac{1}{\alpha_i^2} (\tilde{x}_{ii} - x_{ii})\right) x_i^T x_i + \lambda
\end{align*}
\]
Equality 6.6

\[ A^T A^{(t+1)} = A^T (A^{(t)} + \frac{1}{\alpha_w} d_w d_w^T A) \]

\[ = A^T A^{(t)} + \frac{1}{\alpha_w} A^T d_w d_w^T A \]

\[ = A^T A^{(t)} + \frac{1}{\alpha_w} x_w x_w^T \]

Equality 6.7

\[ (A^T A)^{(t+1)} = (A^{(t)} + \frac{1}{\alpha_w} d_w d_w^T A)^T (A^{(t)} + \frac{1}{\alpha_w} d_w d_w^T A) \]

\[ = (A^T A)^{(t)} + \frac{1}{\alpha_w} (A^T)^{(t)} d_w d_w^T A + \frac{1}{\alpha_w} A^T d_w d_w^T A^{(t)} + \frac{1}{\alpha_w^2} A^T d_w d_w^T d_w d_w^T A \]

\[ = (A^T A)^{(t)} + \frac{1}{\alpha_w} x_w x_w^T + \frac{1}{\alpha_w} x_w x_w^T + \frac{1}{\alpha_w} x_w d_w d_w^T d_w^T A + \frac{1}{\alpha_w} x_w x_w^T \]

Equality 6.8

\[ X^{(t+1)} = A^T D^{(t+1)} \]

\[ = A^T A^{(t+1)} - A^T A \]

\[ = A^T A^{(t)} + \frac{1}{\alpha_w} x_w x_w^T - A^T A \]

\[ = A^T D^{(t)} + A^T A + \frac{1}{\alpha_w} x_w x_w^T - A^T A \]

\[ = X^{(t)} + \frac{1}{\alpha_w} x_w x_w^T = X^{(0)} + \sum_{i=0}^{t} \left( \frac{1}{\alpha_w} x_w x_w^T \right)^{(i)} \]
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Equality 6.9

\[ \tilde{X}^{(t+1)} = (A^T D)^{(t+1)} \]

\[ = (A^T A)^{(t+1)} - (A^T)^{(t+1)} A \]

\[ = (A^T A)^{(t)} + \frac{1}{\alpha_w} \tilde{x}_w x_w^T + \frac{1}{\alpha_w} x_w \tilde{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T - (A^T)^{(t)} A - \frac{1}{\alpha_w} x_w x_w^T \]

\[ = (A^T A)^{(t)} - (A^T)^{(t)} A + \frac{1}{\alpha_w} \tilde{x}_w x_w^T + \frac{1}{\alpha_w} x_w \tilde{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T - \frac{1}{\alpha_w} x_w x_w^T \]

\[ = (A^T D)^{(t)} + \frac{1}{\alpha_w} \tilde{x}_w x_w^T + \frac{1}{\alpha_w} x_w \tilde{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T - \frac{1}{\alpha_w} x_w x_w^T \]

\[ = X^{(0)} + \sum_{i=0}^{t} \left( \frac{1}{\alpha_w} \tilde{x}_w x_w^T + \frac{1}{\alpha_w} x_w \tilde{x}_w^T + \frac{1}{\alpha_w^2} x_w d_w^T d_w x_w^T - \frac{1}{\alpha_w} x_w x_w^T \right)^{(i)} \]