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Abstract—In this paper, we analyze the conventional Block-Least-Mean-Square (BLMS) algorithm. Usual constraints such as real input data, steady-state analysis and positive adaptive step-size parameter are discarded. Some modifications are introduced in order that the new complex frequency-domain BLMS algorithm equals the former versions in case any of the constraints are imposed. Furthermore, if the steady-state analysis is considered, the proposed algorithm avoids the inversion of the autocorrelation matrix of the transformed input.

I. INTRODUCTION

Due to their many good performance characteristics, adaptive filters have been satisfactorily used for canceling unknown interferences contained in the relevant signal of a wide range of dynamic systems for many years. These filters perform satisfactorily in environments where system designers do not have complete knowledge of the statistical characteristics of the input data.

In accordance with [1], adaptive filtering is gaining favor in numerous applications to help cope with time-variations of system parameters, and to compensate for the lack of a priori knowledge of the statistical properties of the input data. Over the last several years, a wide range of algorithms has been developed.

However, in spite of the fact that there is a wide variety of adaptive filters available to a system designer, it is important to understand the capabilities and limitations of the adaptive filtering algorithms in order to use the most appropriate algorithm for each specific application [2]. Also, the choice of an adaptive filtering algorithm for an application of interest should be made taking into consideration the following important issues: computational cost, performance, and robustness [2]. Nevertheless, not all the adaptive filtering algorithms available in the scientific literature on adaptive filters have a very low computational cost and very good performance and robustness characteristics either [3].

In this paper we reformulate the work of Lee and Un [4] as well as the works presented in [2], [5]–[8] so that the filter input needs neither be a stationary signal nor a real one. Also, in the formulation given in [4] one needs to invert the autocorrelation matrix of the transformed input; however, in our proposal—more general—we follow the idea of [2], [5] and the inversion of the above autocorrelation matrix is avoided by using a cross-correlation vector between the input and the error signal.

Finally, we show a signal-flow graph representation of the proposed algorithm.

In Section II the complex BLMS algorithm is presented, Section III provides an efficient implementation of the complex BLMS algorithm by using the FFT algorithm and Section IV is devoted to the conclusions.

Nomenclature—All vectors are column vectors of complex elements, written with bold lowercase letters; bold uppercase letters stand for matrices; * denotes complex conjugate, $^T$ transposition and $^H$ transpose-conjugate for vectors and matrices. $\text{diag}(x)$ denotes the diagonal matrix whose principal diagonal is the vector $x$, and $\circ$ stands for the circular convolution of two finite vectors. The fast Fourier transform (FFT) of a vector $x$ of length $N$ is given by $FFT[x] = F_Nx$ and the inverse FFT of such a vector is given by $IFFT[x] = \frac{1}{N}F_N^*x$, where the Fourier matrix is defined as

$$F_N = (w^{kj})_{0 \leq k,j \leq N-1}, \quad w = e^{i \pi/N}$$

The well-known property

$$FFT[x \circ y] = \text{diag}(FFT[x]) \cdot FFT[y]$$

will be used as well as

$$\frac{1}{N}F_N^* \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix}.$$  \hspace{1cm} (1)$$

II. GENERAL COMPLEX BLMS ALGORITHM

Let us consider the BLMS adaptive algorithm with complex data, given by

$$e(kL + i) = d(kL + i) - \hat{w}^H(k)\mathbf{u}(kL + i)$$

$$\hat{w}(k + 1) = \hat{w}(k) + \mu \sum_{j=0}^{L-1} e^*(kL + j)\mathbf{u}(kL + j)$$

for $0 \leq i \leq L-1, k = 1, 2, \ldots$

where $L$ is the block length, $M$ is the number of taps, $\mu$ is the step-size parameter, $d(n)$ is the value of the primary signal at time $n$, $e(n)$ is the error at time $n$, the finite vector $\mathbf{u}(n)$ is available in the scientific literature on adaptive filters have a very low computational cost and very good performance and robustness characteristics either [3].
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given by the samples from time $n$ to time $n - M + 1$ of the reference signal and $\hat{w}(k)$ is the tap-weight vector:

$$
\mathbf{u}(n) = \begin{bmatrix}
  u(n) \\
  \vdots \\
  u(n - M + 1)
\end{bmatrix}
$$

and

$$
\hat{w}(k) = \begin{bmatrix}
  \hat{w}_0(k) \\
  \vdots \\
  \hat{w}_{M-1}(k)
\end{bmatrix}
$$

Note that for real signals we obtain the BLMS algorithm presented in [2], [5] for real data. Therefore, the above equations can be seen as the generalization of the BLMS algorithm.

Let us introduce some notations. For each fixed index $k$, we denote

$$
A^T(k) = \begin{bmatrix}
  \mathbf{u}(kL) & \ldots & \mathbf{u}(kL + L - 1)
\end{bmatrix},
$$

and

$$
e(k) = \begin{bmatrix}
  e(kL) \\
  \vdots \\
  e(kL + L - 1)
\end{bmatrix}.
$$

$A^T(k)$ is an $M$-by-$L$ matrix which allows us to write the adjustment equation as

$$
\hat{w}(k + 1) = \hat{w}(k) + \mu A^T(k) e^*(k)
$$

or

$$
\hat{w}^*(k + 1) = \hat{w}^*(k) + \mu^* A^H(k) e(k) := \hat{w}^*(k) + \mu^* \Phi(k),
$$

where $\Phi(k)$ is defined as the cross-correlation vector given by

$$
\Phi(k) = A^H(k) e(k).
$$

III. IMPLEMENTATION OF THE COMPLEX BLMS ALGORITHM BY USING FFT

In order to carry out an efficient implementation of the BLMS algorithm, the filter parameters are computed in the frequency domain by using the FFT algorithm [2], [5]–[8]. For computational complexity purposes, we consider $L = M$ [2].

Let us define

$$
\tilde{\mathbf{u}}(k) = \begin{bmatrix}
  u(kM - M) \\
  \vdots \\
  u(kM + M - 1)
\end{bmatrix},
$$

$$
\mathbf{U}(k) = \text{diag}(\text{FFT}[\tilde{\mathbf{u}}(k)]),
$$

$$
\hat{\mathbf{W}}_*(k) = \text{FFT} \begin{bmatrix}
  \hat{w}^*(k) \\
  0
\end{bmatrix},
$$

and

$$
\mathbf{E}(k) = \text{FFT} \begin{bmatrix}
  0 \\
  e(k)
\end{bmatrix},
$$

where $0$ is the $M$-by-1 null vector.

In this section we provide the following result:

**Theorem:**

(a) The output $\hat{w}^H(k) \mathbf{u}(kM + j) \ (0 \leq j \leq M - 1)$ is equal to the last $M$ elements of $\text{IFFT} [\mathbf{U}(k) \hat{\mathbf{W}}_*(k)]$.

(b) $\Phi(k)$ is the vector consisting of the first $M$ elements of $\text{IFFT} [\mathbf{U}^H(k) \mathbf{E}(k)]$.

**Proof:** In order to prove assertion (a), we use the circular convolution product

$$
\text{IFFT} [\mathbf{U}(k) \hat{\mathbf{W}}_*(k)] = \tilde{\mathbf{u}}(k) \ast \hat{\mathbf{w}}^*(k)
$$

Now, to obtain the last $M$ elements of the above circular convolution product, we take the circulant matrix that has $[\hat{\mathbf{w}}^*(k) 0]^T$ as first column. The $(M + j + 1)$-row $(0 \leq j \leq M - 1)$ of that circulant matrix is given by

$$
\begin{bmatrix}
  0 & \ldots & 0 & \tilde{w}_{M-1}(k) & \ldots & \tilde{w}_{j+1}(k) & \tilde{w}_0(k) & \ldots & 0
\end{bmatrix}.
$$

Hence the $j$-th element of the vector consisting of the last $M$ elements of the above circular convolution product is given by

$$
\sum_{m=0}^{M-1} \tilde{w}_{m}(k) u(kM + j - m)
$$

So this concludes the proof of the result (a).

Next we will prove assertion (b). To do so, we need to build the vector $\mathbf{v}(k)$ such that

$$
\mathbf{U}^H(k) = \text{diag}(\text{FFT}[\mathbf{v}(k)]).
$$

To this end, we use (1) and obtain

$$
\mathbf{v}(k) = \frac{1}{2M} \mathbf{F}_M^* \hat{\mathbf{w}}^*(k) = \begin{bmatrix}
  u^*(kM - M) \\
  u^*(kM + M - 1) \\
  \vdots \\
  u^*(kM + 1) \\
  u^*(kM) \\
  \vdots \\
  u^*(kM - 1) \\
  \vdots \\
  u^*(kM + M - 1)
\end{bmatrix}.
$$

Therefore

$$
\text{IFFT}[\mathbf{U}^H(k) \mathbf{E}(k)] = \mathbf{v}(k) \ast \begin{bmatrix}
  0 \\
  e(k)
\end{bmatrix}.
$$
Now, it suffices to compute the first $M$ elements of the above circular convolution product, which are given by the product of the matrix

$$
\begin{bmatrix}
u^*(kM) & u^*(kM + 1) & \ldots & u^*(kM + M - 1) \\
u^*(kM - 1) & u^*(kM) & \ldots & u^*(kM + M - 2) \\
\vdots & \vdots & \ddots & \vdots \\
u^*(kM - M + 1) & u^*(kM - M + 2) & \ldots & u^*(kM)
\end{bmatrix}
$$

times the vector

$$
\begin{bmatrix}
e(kM) \\
\vdots \\
e(kM + M - 1)
\end{bmatrix},
$$

but such a product turns out to be

$$A^H(k)e(k) = \Phi(k)$$

which concludes the proof.

The signal-flow graph representation of the fast complex BLMS algorithm is shown in Fig. 1, where the recursive relation for updating the tap-weight vector of the filter in the frequency domain is given by

$$\hat{W}_*(k+1) = \hat{W}_*(k) + \mu^*FFT\left[\Phi(k)\right].$$

At this point, it should be highlighted that the signal-flow graph representation presented in this paper is a generalization of the one shown in [2], [5] because our approach can operate on both real- and complex-valued data; besides, its implementation requires no extra computational complexity. Moreover, for real-valued data the proposed complex algorithm is exactly the same as the conventional BLMS algorithm shown in [2]. In addition, the signal-flow graph representation shown in Fig. 1 is easier to implement than the one shown in [4].

IV. CONCLUSIONS

In this paper we revisited the conventional BLMS algorithm as presented in [2] in order to make it suitable for complex data, without extra operations. Moreover, our algorithm can be applied for non steady-state data signals and it avoids inverting the autocorrelation matrix of the transform input, as it is done in [4].
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Fig. 1. Signal-flow graph representation of the fast complex BLMS algorithm