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Abstract. This paper considers a first-order, irreversible exothermic reaction in a bounded porous catalyst, with smooth boundary, in one, two, and three space dimensions. It is assumed that the characteristic reaction time is sufficiently small for the chemical reaction to be confined to a thin layer near the boundary of the catalyst, and that the thermal diffusivity is large enough for the temperature to be uniform in the reaction layer, but that it is not so large as to avoid significant thermal gradients inside the catalyst. For appropriate realistic limiting values of the several nondimensional parameters of the problem, several time-dependent asymptotic models are derived that account for the chemical reaction at the boundary (that becomes essentially impervious to the reactant), heat conduction inside the catalyst, and exchange of heat and reactant with the surrounding unreacted fluid. These models possess asymmetrical steady states for symmetric shapes of the catalyst, and some of them exhibit a rich dynamic behavior that includes quasi-periodic phenomena. In one case, the linear stability of the steady states, and also the local bifurcation to quasi-periodic solutions via center manifold theory and normal form reduction, are analyzed.
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1. Introduction and formulation. This paper deals with a well-known model for the evolution of the reactant concentration \( u \) and of the temperature \( v \) in a porous catalyst, in which a first-order, irreversible, exothermic reaction occurs. After suitable nondimensionalization (length is referred to a characteristic dimension of the catalyst, time is referred to the thermal diffusion time within the catalyst, and the reactant concentration and temperature are referred to their respective values at the external unreacted fluid), the principle of conservation applied to the reactant and to enthalpy leads to the following model [1, Vol. I]:

\[
\begin{align*}
L\Delta u/\partial t &= \Delta u - \phi^2 u \exp(\gamma - \gamma/v) \quad \text{in } \Omega, \\
\partial u/\partial n &= \sigma(1-u) \quad \text{at } \partial\Omega, \\
\partial v/\partial t &= \Delta v + \beta \phi^2 u \exp(\gamma - \gamma/v) \quad \text{in } \Omega, \\
\partial v/\partial n &= \nu(1-v) \quad \text{at } \partial\Omega,
\end{align*}
\]

for \( t > 0 \), with appropriate initial conditions at \( t = 0 \). Here \( \Delta \) is the Laplacian operator, \( n \) is the outward unit normal to the smooth boundary of the domain \( \Omega \subset \mathbb{R}^p \) (\( p = 1, 2, \text{or } 3 \)), and all the parameters are positive. \( \phi^2 \) (Damköhler number) is the ratio of the reaction rate to the diffusion rate, \( \gamma \) is the activation energy (or temperature) of the chemical reaction, \( L \) (Lewis number) is the ratio of thermal to material diffusivity, \( \beta \) (Prater number) is a measure of the chemical heat release (\( \beta L \) is a measure of the heat of reaction relative to the thermal energy of the catalyst), and \( \sigma \) and \( \nu \) (diffusional and thermal Biot numbers) are measures of the rates of mass and heat transfer between the surface of catalyst and the external fluid, relative to the rates of mass and heat transfer within the catalyst.

Usually, the thermal diffusivity of the solid (metallic or with metallic components) catalyst is very high, and, consequently, \( \beta \) is quite small, \( \nu \) is fairly small or of order
unity (depending on the size of the catalyst), and \( L \) may be large. In addition, \( \sigma/\nu \) is usually quite large because the exchange of heat (respectively, of mass) with the external fluid is much slower (respectively, faster) than through the structure (respectively, the pores) of the catalyst. The activation energy is of order unity or fairly large for most chemical reactions of industrial interest, and \( \phi^2 \) varies in a wide range (in particular, this parameter may be large in practice). Therefore the limit

\[
L \to \infty, \quad \gamma \beta \to 0, \quad \sigma/\nu \to \infty
\]

is realistic (although an additional assumption will be made below on the combined limit (1.3) to account for the most usual numerical values of the parameters).

If, in addition to (1.3), \( v \) is assumed to be small, then the so-called isothermal models are obtained, in which the temperature inside the catalyst is uniform (but not necessarily equal to its value in the external fluid). A time-dependent isothermal model was first considered by Amundson and Raymond [2]; for a more recent analysis of these models, see [3], and [4], where they are formally derived (for a rigorous derivation of the isothermal models, see [30]), linear stability and Hopf bifurcation diagrams are obtained, and global stability properties are analyzed. For an analysis of the steady states of these models, with more general kinetic laws than the first-order Arrhenius law considered above, see [5], [31].

In this paper, we consider the limit (1.3) for \( v \sim 1 \). If \( \phi^2 = O(1) \), then the following completely isothermal model (the temperature \( v \) is uniform inside the catalyst and equal to its value at the external fluid, \( v = 1 \)) is readily obtained in first approximation:

\[
\frac{\partial u}{\partial \tau} = \Delta u - \phi^2 u \quad \text{in } \Omega, \quad u = 1 \text{ at } \partial \Omega.
\]

Here the time variable is \( \tau = t/L \). The linear problem (1.4) is not very interesting (a unique steady state exists that is globally, asymptotically stable). If the nonlinearity \( \phi^2 u \exp(\gamma - \gamma/\nu) \) in (1.1) and (1.2) is replaced by a more general one, of the type \( \phi^2 f(u, \nu) \), where \( f: [0, \infty] \to \mathbb{R} \) is a positive smooth function (such that \( f(0, \nu) = 0 \)), then we must replace in (1.4) \( \phi^2 u \) by \( \phi^2 f(u, 1) \). The resulting model exhibits multiple steady states if the function \( u \to f(u, 1) \) is appropriate (see [6] for a review on these questions), but its dynamics is again fairly simple, since the solutions converge to the set of the steady states for large \( \tau \); see [7].

The limit \( v \sim 1, \phi^2 \to \infty \) is more interesting. In the distinguished limit

\[
\phi^2 \sim L \sim \beta^{-2} \sim \sigma^2 \to \infty,
\]

the following basic model is derived in Appendix A:

\[
\frac{\partial v}{\partial t} = \Delta v \quad \text{in } \Omega,
\]

\[
\frac{\partial v}{\partial \nu} = v(1 - v_p) + b \phi^2 \exp(\gamma - \gamma/v_p) \int_{-\infty}^0 u_p(\zeta, \tau) \, d\zeta \quad \text{at each } \nu \in \partial \Omega,
\]

where, at each point \( \nu \in \partial \Omega \), \( v_p(t) = v(\nu, t) \), and the function \( u_p \) is given by

\[
\lambda \frac{\partial u_p}{\partial \zeta} = \delta^2 u_p/\partial \zeta^2 - \varphi^2 u_p \exp(\gamma - \gamma/v_p) \quad \text{in } -\infty < \zeta < 0,
\]

\[
\varphi = \phi^2/\sigma^2, \quad b = \sigma \beta, \quad \lambda = L/\sigma^2, \quad \zeta = \sigma \eta,
\]

Here the parameters \( \phi^2 \), \( b \), and \( \lambda \), and the variable \( \zeta \), are

\[
\varphi = \phi^2/\sigma^2, \quad b = \sigma \beta, \quad \lambda = L/\sigma^2, \quad \zeta = \sigma \eta,
\]

where \( \eta \) is a coordinate along the outward unit normal to \( \partial \Omega \).

The physical meaning of this model is the following. Since the characteristic reaction time is small compared with the diffusion time (\( \phi^2 \to \infty \)), the reactant is
depleted in a thin reaction layer, of thickness $\phi^{-1}$, beside the boundary of $\Omega$. Also, the thermal diffusivity is sufficiently large ($\beta \to 0$) for the temperature to be uniform, in the reaction layer, along each normal to $\partial \Omega$; thus the evolution of the reactant concentration in the reaction layer is given by (1.8) and (1.9), where $v$ is the local temperature (at each point of $\partial \Omega$) that does not depend on the inner space coordinate $\zeta$. The main difference with the isothermal limit is that here $(v \sim 1)$ the thermal diffusivity is not so large as to make the temperature uniform inside $\Omega$, where it now evolves according to the heat equation (1.6). In the nonlinear boundary condition (1.7), the total heat flux through each point of $\partial \Omega$ equals the heat exchange with the external fluid (the first term in the right-hand side) plus the total heat produced by the chemical reaction, in the reaction layer, along each normal to $\partial \Omega$.

The model (1.6)-(1.9) may be further simplified because $\lambda$ is small most frequently in practice, since $\sigma/\nu \sim 100$, $L$ is not larger than 100, and we are assuming that $\nu \sim 1$. Although the ratio $\sigma/\nu$ may be much smaller in some cases (e.g., in hydrogen-rich systems, see [1]) we restrict ourselves to the limit $\lambda \to 0$, which will be considered in § 2, where the following distinguished limits will be analyzed:

$$\varphi^2 \sim b \sim 1, \quad \lambda \to 0,$$

(1.11)
$$\varphi^2 \sim 1/b^2 \sim \lambda \to 0.$$

In the limit (1.11), the model (1.6)-(1.9) will be reduced, in first approximation, to the heat equation (1.6) with the following nonlinear boundary condition:

$$\partial v/\partial n = \nu(1-v) + b\varphi/[\varphi + \exp (\gamma/2\nu-\gamma/2)] \quad \text{at } \partial \Omega.$$

The problem (1.6) and (1.13) will henceforth be referred to as model 1. It was first considered by Pismen and Kharkats [8], who obtained it from a physical problem (the so-called exterior problem of Pismen and Kharkats; see [1]) that is somewhat similar to that considered here. The main feature of model 1 is that it exhibits up to four stable steady states (and five additional unstable ones) in one space dimension; it also possesses asymmetric steady states in symmetric domains. In § 2.1, we collect some results in the literature for related problems that apply to model 1 and derive two additional submodels that account for the limit $\gamma \to \infty$. One of these submodels applies in the limit

$$\varphi^2 \sim (\gamma b)^2 \sim 1, \quad \lambda \to 0.$$

(1.11')

In the limit (1.12), the model (1.6)-(1.9) will be reduced (in § 2.2) to the following model, that will henceforth be referred to as model 2. That model is posed by the heat equation (1.6) with boundary conditions

$$\partial v/\partial n = \nu(1-\upsilon_p) + B\Phi^2 \exp (\gamma - \gamma/v_p) \int_{-\infty}^{0} u_p(\xi, t) \, d\xi \quad \text{at each } p \in \partial \Omega,$$

where, at each point $p \in \partial \Omega$, $v_p(t) = v(p, t)$, and the function $u_p$ is given by

$$\partial u_p/\partial t = \delta^2 u_p/\partial \xi^2 - \Phi^2 u_p \exp (\gamma - \gamma/v_p) \quad \text{in } -\infty < \xi < 0,$$

(1.16)
$$u_p = 0 \quad \text{at } \xi = -\infty, \quad u_p = 1 \quad \text{at } \xi = 0.$$

Here the parameters $B$ and $\varphi^2$, and the variable $\xi$, are

$$B = b\sqrt{\lambda} = \beta \sqrt{L}, \quad \Phi^2 = \varphi^2/\gamma = \phi^2/L, \quad \xi = \xi \sqrt{\lambda} = \eta \sqrt{L},$$

where, again, $\eta$ is a coordinate along the outward unit normal to $\partial \Omega$. Observe that model 2 differs from the basic model only in the boundary conditions (1.16) at $\xi = 0$
and in the fact that it depends on three nondimensional parameters \( \text{the basic model depends on four parameters). In § 2.2 we give two additional submodels of model 2, accounting for the limit } y \to \infty. \text{ One of these submodels applies in the limit } \Phi \sim 1, B \sim y^{-1} \to 0, \text{ or (see (1.12), (1.17))}

\[ \varphi^2 \sim 1/(y^2) \sim \lambda \to 0. \]

Note that the limits (1.12) and (1.12') are realistic. If, for example, \( \nu = 1, \phi = 10, \sigma = L = 100, \text{ and either } (\gamma, \beta) = (5, .05) \text{ or } (\gamma, \beta) = (20, .005), \text{ then either } \varphi^2 = \lambda = .01, \]

\[ \beta = .04 \text{ or } \varphi^2 = \lambda = (y^2) \sim .01, \text{ and one of the limits (1.12) or (1.12') should be expected to apply. Observe that these two sets of values of the parameters in (1.1) and (1.2) are realistic (see, e.g., [1, Vol. I, pp. 94-97]).}

Model 2 exhibits the same features as model 1 in connection with its steady states, which will be analyzed in § 3.1, for the one space dimension case. However, the dynamic behavior of model 2 is more interesting than that of model 1. In § 3.2 an analysis of the linear stability of the steady states in one space dimension will be given. In particular, it will be seen that model 2 exhibits the following degeneracies \( (\omega_1, \omega_2, \ldots \text{ are the eigenvalues of the linearized problem around a steady state with zero real part}) \):

(i) \( \omega_1 = 0, \omega_2 = \pm i\Omega, \Omega \neq 0, \)

(ii) \( \omega_1 = \pm i\Omega, \omega_2 = \pm i\Omega, \Omega \neq 0, \Omega_2 \neq 0, \)

(iii) \( \omega_1 = 0 \text{ (triple), (iv) } \omega_1 = 0 \text{ (double), } \omega_2 = \pm i\Omega, \Omega \neq 0, \text{ and (v) } \omega_1 = 0, \omega_2 = \pm i\Omega, \omega_3 = \pm i\Omega, \Omega_1 \neq 0, \Omega_2 \neq 0. \)

These degeneracies are known to lead to quasi-periodic phenomena, which is a well-known route to chaos [9], [10]. The normal forms of the (codimension-two) degeneracies (i) and (ii) are completely analyzed in [9]. For an analysis of the normal forms of the (codimension-three) degeneracies (iii)-(v), see [11]-[13]. See also [14] for an asymptotic analysis of the nondegeneracy (iii) in a particular case, allowing a description of chaotic solutions by analytical means.

In § 4 we obtain the coefficients of the normal form of the degeneracy (i), above, for model 2 via center manifold theory. That analysis will show that model 2 possesses quasi-periodic solutions that bifurcate from a family of periodic ones. That result makes it reasonable to expect chaotic behavior. There is a second reason for that expectation. The standard model of continuous stirred tank reactor consists of a pair of ordinary differential equations (ODEs) and exhibits nothing more interesting than periodic solutions. However, if an external thermal capacitance is added, the resulting model possesses chaotic solutions (that, by the way, bifurcate from a family of periodic ones via the degeneracy (i), above); see [15]. In the same way, model 2 may be seen as a result of adding to an isothermal model the heat conduction effect in the porous body, which acts as a thermal capacitance for the exothermic chemical reaction (that occurs only in the reaction layer). Thus, from a physical point of view, model 2 is somewhat similar to that considered in [15]. Nevertheless, the expectable chaotic behavior of model 2 will not be pursued any further in this paper.

2. Models 1 and 2. Here we consider the limit \( \lambda \to 0 \) for the basic model (1.6)-(1.9). In fact, in the distinguished limits (1.11) and (1.12), models 1 and 2, posed by (1.6), (1.13) and by (1.6), (1.14)-(1.16), respectively, are obtained. In addition, we consider some properties of models 1 and 2.

2.1 The Pism'en-Kharkats model, or model 1. In the limit (1.11), if we let \( \lambda \to 0 \) formally in (1.6)-(1.9), then we obtain in first approximation the model posed by (1.6) and (1.7), where, at each point of \( \partial \Omega, u \) is given by

\[ 0 = \partial^2 u / \partial \xi^2 - \varphi^2 u \exp (\gamma - \gamma / \nu) \text{ in } \xi < 0, \]

\[ u = 0 \text{ at } \xi = -\infty, \quad \partial u / \partial \xi = 1 - u \text{ at } \xi = 0. \]
The linear problem (2.1), (2.2) is readily integrated to obtain $u$ ($v$ is a parameter in (2.1)). A further substitution into (1.7) yields (1.13), and model 1, posed by (1.6), (1.13), is obtained.

Observe that if, instead of the basic model, we consider the more general one described in the last paragraph of Appendix A, then, in the limit (1.11), we obtain the model posed by (1.6), with boundary conditions

$$
\frac{\partial v}{\partial n} = v(1 - v) + b_1 \varphi (\varphi, v)
$$

at $\partial \Omega$,

where

$$
h(\varphi, v) = \left[ 2 \int_0^{u_0(\varphi, v)} f(z, v) \, dz \right]^{1/2},
$$

and, for each $v \equiv 0$ and each $\varphi > 0$, $u_0(\varphi, v)$ is the unique solution of the equation

$$
1 - u_0 = \varphi \left[ 2 \int_0^{u_0} f(z, v) \, dz \right]^{1/2}.
$$

The most relevant properties (steady states and their stability, dynamics) of model 1 (posed by (1.6), (1.13)) in one space dimension ($\Omega = ]-1, 1[ \subset \mathbb{R}$) either are well known or may be established by applying results in the literature for related problems. In particular, model 1 possesses generically one or three symmetric (and uniform) steady states and, for appropriate values of the parameters, two or six asymmetric steady states, as shown by Pis'men and Kharkats [14] (see also [16]). The stability of the steady states was also analyzed in [14], and it was found that the stable ones are exactly the following: (i) the minimal and maximal uniform steady states, and (ii) two of the asymmetric steady states when there are six. The domains of attraction of the stable steady states (for a slightly different model suggested by a related problem) were analyzed by Aronson and Peletier [17] and by Aronson [18]. In addition, Ball and Peletier [19] (see also [20]) proved (for a somewhat more general model) that, for arbitrary initial conditions, the solution stabilizes (i.e., approaches a steady state) as $t \to \infty$. The generalization of these properties to two and three space dimensions is presented elsewhere [21].

Finally, we consider the limit $\gamma \to \infty$ for model 1. Two distinguished limits must be considered. If

$$
\varphi \sim \exp(-\gamma/2), \quad v \sim 1, \quad v \sim b \sim \gamma \to \infty,
$$

then, in first approximation, we obtain the model posed by (1.6), with boundary conditions

$$
\frac{\partial v}{\partial n} = -v + b_1 \varphi_1 / [\varphi_1 + \exp(1/2\nu)]
$$

at $\partial \Omega$.

To obtain that model, replace $v$ by $\gamma v$, $b_1$ by $\gamma b_1$, and $\varphi$ by $\varphi_1 \exp(-\gamma/2)$ in (1.6), (1.13), divide by $\gamma$, and let $\gamma \to \infty$. That model is not quite significant, since it involves very large temperatures in the catalyst, and this must be avoided in practice for technical reasons.

The second distinguished limit is

$$
v \sim \varphi \sim 1, \quad b \sim |v - 1| - \gamma^{-1} \to 0.
$$

Now, by replacing $v$ by $1 + v/\gamma$ and $b$ by $b_2/\gamma$ in (1.6), (1.13), multiplying by $\gamma$, and letting $\gamma \to \infty$, we obtain, in first approximation, the model posed by (1.6) with boundary conditions

$$
\frac{\partial v}{\partial n} = -v + b_2 \varphi / [\varphi + \exp(-v/2)]
$$

at $\partial \Omega$. 
2.2. Model 2. This model is posed by (1.6), (1.14)-(1.16), and it is obtained from the basic model (1.6)-(1.9) in the distinguished limit (1.12), by introducing the variables and parameters (1.17) into (1.6)-(1.9) and letting \( \lambda \to 0 \).

As \( \gamma \to \infty \), we obtain two distinguished submodels of model 2. The first one, which (as above) is not quite significant, is obtained in the limit \( \Phi \sim \exp (-\gamma/2) \), \( v \sim B \sim \gamma \to \infty \) by replacing \( v \) by \( \gamma v \), \( B \) by \( \gamma B_1 \), and \( \Phi^2 \exp (-\gamma) \) in (1.6), (1.14)-(1.16), dividing (1.6) and (1.14) by \( \gamma \), and letting \( \gamma \to \infty \). The second submodel is obtained in the limit \( \nu \sim \Phi \sim 1 \), \( B \sim |v-1| \sim \gamma^{-1} \to 0 \), by replacing \( v \) by \( 1 + v/\gamma \) and \( B \) by \( B_2 \gamma \) in (1.6), (1.14)-(1.16), multiplying (1.6) and (1.14) by \( \gamma \), and letting \( \gamma \to \infty \).

3. The steady states of model 2 and their linear stability in one dimension. Here we consider model 2 in one space dimension. It is posed by

\[
(3.1) \quad \frac{\partial v}{\partial t} = \frac{\partial^2 v}{\partial x^2} \quad \text{in} \quad -1 < x < 1,
\]

\[
(3.2) \quad \frac{\partial v}{\partial x} = \pm \left[ \nu(1-v_\pm) + B \Phi^2 \exp(\gamma/2-v_\pm) \int_{-\infty}^{0} u_\pm(\xi, t) \, d\xi \right] \quad \text{at} \quad x = \pm 1,
\]

where \( v_\pm(t) = v(\pm 1, t) \) and the functions \( u_+ \) and \( u_- \) are given by

\[
(3.3) \quad \frac{\partial u_+}{\partial t} = \frac{\partial^2 u_+}{\partial \xi^2} - \Phi^2 u_+ \exp(\gamma/2-v_+) \quad \text{in} \quad -\infty < \xi < 0,
\]

\[
(3.4) \quad u_- = 0 \quad \text{at} \quad \xi = -\infty, \quad u_+ = 1 \quad \text{at} \quad \xi = 0.
\]

3.1. The steady state solutions. The steady states of (3.1)-(3.4) are readily seen to be given by

\[
v = (v_+ - v_-)x/2 + (v_+ + v_-)/2,
\]

where \( v_\pm = v(\pm 1) \) satisfy

\[
(3.5) \quad v_+ = (1+2\nu)v_+ - 2\nu - 2B \Phi \exp(\gamma/2-v_+)/2v_+,
\]

\[
(3.6) \quad v_- = (1+2\nu)v_- - 2\nu - 2B \Phi \exp(\gamma/2-v_-)/2v_-.
\]

By applying standard bifurcation techniques (see, e.g., [22]) to (3.5), (3.6), it is seen that, for fixed values of \( \nu \) and \( \gamma \), the response curve \( v_\pm \Phi \) is as one of the plots of Fig. 1. The \( S \)-shaped part of the response curve corresponds to steady states such that \( v_- = v_+ \), and the temperature is uniform, while the remaining part of the response curve corresponds to nonuniform temperature profiles \( v_- \neq v_+ \). Observe that, for appropriate values of \( \nu \) and \( \gamma \), the response curve can exhibit up to six bending points (i.e., the points 1, 2, 5, 5', 6, and 6') and two pitchfork bifurcation points (i.e., the points 3 and 4). In Fig. 2, the common boundary of regions I and II (where the bending points 1 and 2 coalesce) is given by \( \gamma = 8 \), as obtained by eliminating \( v \) and \( B \Phi \) from the following system of equations:

\[
F(v, \gamma, B \Phi, v) = 0, \quad F_\nu(v, \gamma, B \Phi, v) = 0, \quad F_v(v, \gamma, B \Phi, v) = 0,
\]

where the function \( F \) is defined by

\[
(3.7) \quad F(v, \gamma, B \Phi, \nu) = \nu(1-v) + \nu \exp(\gamma/2-v/2\nu).
\]

The common boundary of regions II and III (where the pitchfork bifurcation points 3 and 4 coalesce) is given by \( \gamma = 8(1+1/\nu) \), as obtained by eliminating \( v \) and \( B \Phi \) from the following system:

\[
F(v, \gamma, B \Phi, v) = 0, \quad F_\nu(v, \gamma, B \Phi, v) = 0
\]

\[
F_v(v, \gamma, B \Phi, v) = F_\nu(v, \gamma, B \Phi, v) F_v(v, \gamma, B \Phi, v),
\]
where the function $F$ is as defined in (3.7). Finally, the common boundary of regions III and IV (where the two pairs of bending points $S-6$ and $S'-6'$ coalesce simultaneously) is obtained (numerically) by eliminating $v_-, v_+$, and $B\Phi$ from the following system of equations:

$$v_+ - v_- + 2F(v, \gamma, B\Phi, v_+) = 0,$$
$$v_+ - v_- + 2F(v, \gamma, B\Phi, v_-) = 0,$$
$$F_v(v, \gamma, B\Phi, v_-) + F_v(v, \gamma, B\Phi, v_+) = 2F_v(v, \gamma, B\Phi, v_-)F_v(v, \gamma, B\Phi, v_+),$$
$$F_v(v, \gamma, B\Phi, v_-)/F_v(v, \gamma, B\Phi, v_-) = [F_v(v, \gamma, B\Phi, v_-)/F_v(v, \gamma, B\Phi, v_-)]^3,$$

where the function $F$ is defined as in (3.7).
3.2. Linear stability of the uniform steady states. Now we study the linear stability of the steady states of (3.1)-(3.4) with uniform temperature profiles, which henceforth will be called uniform steady states. The linear stability of the remaining steady states is analyzed in a similar way.

The (fairly involved) complete parametric results of the linear stability analysis is presented in the Ph.D. thesis of the first author [23]. Here, for brevity, we focus on locating degeneracies (of the linearized eigenvalue problem) of codimension greater than one, where local bifurcation into (two- and three-dimensional) tori is expected to occur [9]-[13]. One such bifurcation is considered in §4.

For the uniform steady states, the temperature \( v \) is independent of \( x \), and the functions \( u_+ \) and \( u_- \) (giving the concentration profiles at the reaction layers) at \( x = -1 \) and at \( x = 1 \) are identical. \( v \), and \( u_\pm = u_{\pm} \) are given by

\[
\begin{align*}
v_s &= (v + B \Phi_s) / v, \\
u &= \exp \left( \Phi_s \xi \right),
\end{align*}
\]

in terms of the parameter

\[
\Phi_s = \Phi \exp [\gamma(v_s - 1)/2
\]

The linearized problem around the steady state has nontrivial solutions \( v - v_s = V(x) \exp (\omega t), \ u_+ - u_- = U_\pm(x) \exp (\omega t) \) at \( x = \pm 1 \) if and only if \( \omega \) satisfies one of the following equations:

\[
\begin{align*}
(3.10) & \quad \nu + \sqrt{\omega} \tanh \sqrt{\omega} - (\gamma \Phi_s/v_s^2) \left[ 1 - \Phi_s^2 / \omega + \Phi_s^2 / (\omega \sqrt{\Phi_s^2 + \omega}) \right] = 0, \\
(3.11) & \quad \nu + \sqrt{\omega} \coth \sqrt{\omega} - (\gamma \Phi_s/v_s^2) \left[ 1 - \Phi_s^2 / \omega + \Phi_s^2 / (\omega \sqrt{\Phi_s^2 + \omega}) \right] = 0.
\end{align*}
\]

When (3.10) (respectively, (3.11)) holds, then the function \( x \to V(x) \) is even (respectively, odd), and the perturbed temperature profiles are symmetric (respectively, anti symmetric) with respect to \( x = 0 \).

Let us now consider the marginally stable steady states, i.e., these steady states such that either (3.10) or (3.11) are satisfied with \( \omega = \pm i \Omega \), with \( \Omega \) real and nonnegative. We first analyze (3.10), which has the solution \( \omega = 0 \) if and only if

\[
\gamma = 2 (\nu + B \Phi_s)^2 / v B \Phi_s.
\]

That equation provides the bending points 1 and 2 of the response curves of Fig. 1. Also, (3.10) has the solutions \( \omega = \pm i \Omega \), with \( \Omega > 0 \) if and only if the following equations hold:

\[
\begin{align*}
(3.13) & \quad \gamma = \frac{2(\nu + B \Phi_s)^2 \Omega \sqrt{\Omega^2 + \Phi_s^4}}{v^2 B \Phi_s (2 \Omega \sqrt{\Omega^2 + \Phi_s^4} - \Phi_s^2 b)} \left[ \frac{\Omega}{2} \sinh \sqrt{2 \Omega \Omega - \sin \sqrt{2 \Omega}} + \nu \right], \\
(3.14) & \quad \frac{2 \Omega \sqrt{\Omega^2 + \Phi_s^4} - \Phi_s^2 b}{\Phi_s^2 (2 \sqrt{\Omega^2 + \Phi_s^4} - \Phi_s a)} = \frac{\sin \sqrt{2 \Omega \Omega - \sin \sqrt{2 \Omega}} + \nu \sqrt{2 \Omega \Omega + \cos \sqrt{2 \Omega}}}{\sin \sqrt{2 \Omega \Omega + \sin \sqrt{2 \Omega}}},
\end{align*}
\]

where

\[
\begin{align*}
a &= \sqrt{2} (\Phi_s^2 + \sqrt{\Omega^2 + \Phi_s^4})^{1/2}, \\
b &= \sqrt{2} (\sqrt{\Omega^2 + \Phi_s^4} - \Phi_s^2)^{1/2}.
\end{align*}
\]

Those equations provide Hopf bifurcation points of the S-shaped part of the response curves of Fig. 1.

For fixed values of \( \nu > 0 \) and \( B > 0 \), (3.12) defines (respectively, (3.13), (3.14) define) a curve in the plane \( \gamma - \Phi \), that is as the curve \( C_1 \) (respectively, curve \( C_2 \)) in
one of the sketches of Fig. 3. (For appropriate values of \( \nu \), there are isolas that bifurcate from the curve \( C_2 \) (see [23]). These isolas are not shown in the sketches of Fig. 3 because they play no role in the analysis below.) Both curves always intersect at a point \( p_1 \), which corresponds to the limit \( \Omega \to 0 \) in (3.13), (3.14). The coordinates of \( p_1 \) are

\[
\Phi_{s1} = \sqrt{3\nu/4}, \quad \gamma_1 = 2(\nu + B\Phi_{s1})^2/\nu B\Phi_{s1}.
\]

Curves \( C_1 \) and \( C_2 \) are tangent at \( p_1 \) if and only if \( \nu = 10/3 \). If \( \nu \neq 10/3 \) and \( B > 0 \), then at \( p_1 \) the linearized problem around the steady state possesses a double eigenvalue \( \omega = 0 \), which is geometrically simple. This is the so-called saddle-node degeneracy, which has codimension two. For a complete analysis of its universal unfolding, see, e.g., [9]. If \( \nu = 10/3 \) and \( B > 0 \), then at \( p_1 \) the linearized problem around the steady state possesses a triple eigenvalue \( \omega = 0 \), which is geometrically simple. This degeneracy is of codimension three and is partially analyzed in [11], where it is shown that it leads to bifurcation to two- and three-dimensional tori. Observe that these two degeneracies, which occur at point \( p_1 \) of Fig. 3, correspond to the following situation: a Hopf bifurcation point of the S-shaped part of the response curve of Fig. 1 approaches one of the bending points 1 or 2 and disappears.

A second point of intersection of curves \( C_1 \) and \( C_2 \) (point \( p_2 \) in Fig. 3) exists if and only if \( \nu > 10/3 \) and \( B > 0 \). The coordinates of \( p_2 \) are \( \Phi_{s2} \) and \( \gamma_2 = 2(\nu + B\Phi_{s2})^2/\nu B\Phi_{s2} \), where, for each \( \nu > 10/3 \), \( \Phi_{s2} > 0 \) is the unique solution of the equation that results when \( \Omega \) is eliminated from the following system of equations:

\[
\begin{align*}
\frac{\Omega \sqrt{\Omega^2 + \Phi_{s1}^4 - \Phi_{s1}^4 b}}{\Phi_{s1}^2 (2\sqrt{\Omega^2 + \Phi_{s1}^4 - \Phi_{s1}^4 a})} &= \frac{\sinh \sqrt{2\Omega} - \sin \sqrt{2\Omega}}{\sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega}}, \\
\nu &= \frac{\Omega \sqrt{\Omega^2 + \Phi_{s1}^4}}{\Phi_{s1}^2 (2\sqrt{\Omega^2 + \Phi_{s1}^4 - \Phi_{s1}^4 a})} \sqrt{\frac{\Omega}{2 \cosh \sqrt{2\Omega} + \cos \sqrt{2\Omega}}},
\end{align*}
\]

This system of equations is solved numerically. The solutions are shown in Fig. 3 for different values of \( B \) and \( \nu \).
where \(a\) and \(b\) are as defined in (3.15). At \(p_2\), the linearized problem around the steady state has a simple eigenvalue \(\omega = 0\) and a pair of complex (simple) eigenvalues \(\omega = \pm i\Omega\), with \(\Omega \neq 0\). This is a codimension-two degeneracy whose universal unfolding has been completely analyzed [9]. In §4 we study the behavior of (3.1)-(3.4) near that degeneracy. Observe that the degeneracy corresponds to the following situation: a Hopf bifurcation point of the response curve of Fig. 1 crosses one of the bending points 1 or 2.

Let us now consider the eigenvalues of the linearized problem around the steady state that are solutions of (3.11). Equation (3.11) has the solution \(\omega = 0\) if and only if

\[
y = 2(v + 1 + B\Phi_s)^2/(v + 1)B\Phi_s.
\]

That equation provides the pitchfork bifurcation points 3 and 4 of the sketches of Fig. 1. Also, (3.11) has the solutions \(\omega = \pm if_1\), with \(f_1 > 0\), if and only if

\[
y = \frac{2(v + B\Phi_s)/2\sqrt{\Omega^2 + \Phi_s^2}}{v^2B\Phi_s(2\sqrt{\Omega^2 + \Phi_s^2} - \Phi_s a)} \left[ \sqrt{\Omega \sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega}} + \nu \right],
\]

\[
\frac{2\sqrt{\Omega^2 + \Phi_s^2} - \Phi_s b}{\Phi_s^2(2\sqrt{\Omega^2 + \Phi_s^2} - \Phi_s a)} \sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega} + \nu \sqrt{2\cos \sqrt{2\Omega} - \cos \sqrt{2\Omega}}
\]

\[
\frac{\sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega}}{\Omega \sinh \sqrt{2\Omega} - \sin \sqrt{2\Omega}},
\]

where \(a\) and \(b\) are defined in (3.15).

For fixed values of \(v > 0\) and \(B > 0\), (3.19)-(3.21) define two curves of the plane \(\Phi_s - y\), \(C_1\) and \(C_2\), which are qualitatively similar to the curves \(C_1\) and \(C_2\) of the sketches of Fig. 2. Here we are interested only in analyzing the intersections of the curve \(C_2\) with the curves \(C_1\) and \(C_2\) (i.e., the points \(p_3\) and \(p_4\) of the sketches of Fig. 4). To this end, first observe that the curve \(C_1\) is always below the curve \(C_1\), as obtained by comparing (3.12) and (3.19). Also, as \(\Phi_s \to 0\), the asymptotic behavior of the curves \(C_1\), \(C_2\), and \(C_2\) is given by

\[
\gamma_{C_1} = 2\nu/B\Phi_s + O(1), \quad \gamma_{C_2} = \nu/B\Phi_s + O(1), \quad \gamma_{C_2} = (\nu + 1)/B\Phi_s + O(1).
\]

Then, for sufficiently small \(\Phi_s\), the curve \(C_2\) is below the curves \(C_1\) and \(C_1\) if \(\nu > 0\) and \(B > 0\), while the curve \(C_1\) is below (respectively, above) the curve \(C_2\) if \(0 < \nu < 1\) (respectively, if \(\nu > 1\)). Finally, the curves \(C_1\) and \(C_2\) intersect at a point \(p_3\) (see

![FIG. 4. Curves of neutral stability points of model 2 when asymmetric perturbations are considered.](image-url)
Fig. 4) if and only if \( \nu > 1 \) and \( B > 0 \). The coordinates of \( p_3 \) are \( \Phi_{e3} \) and \( \gamma_3 = 2(\nu + B\Phi_{e3})/\nu B\Phi_{e3} \), where \( \Phi_{e3} \) is the unique solution of the equation that results when \( \Omega \) is eliminated in the following system of equations:

\[
\frac{\Omega \sqrt{\Omega^2 + \Phi^2 - \Phi^2 b}}{\Phi^2 (2\sqrt{\Omega^2 + \Phi^2 - \Phi^2 a})} = \frac{\sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega}}{\sinh \sqrt{2\Omega} - \sin \sqrt{2\Omega}},
\]

\( \text{(3.22)} \)

\[
\nu = \frac{\Omega \sqrt{\Omega^2 + \Phi^2}}{\Omega \sqrt{\Omega^2 + \Phi^2 - \Phi^2 b}} \sqrt{\frac{\Omega}{2}} \frac{\sinh \sqrt{2\Omega} + \sin \sqrt{2\Omega}}{\cosh \sqrt{2\Omega} - \cos \sqrt{2\Omega}},
\]

\( \text{(3.23)} \)

where \( a \) and \( b \) are as defined in (3.15). A plot of the first coordinate of the points 1, 2, and 3 (the last two of them as defined above) is given Fig. 5. If \( 0 < \nu \leq 1 \) and \( B > 0 \), then points 2 and 3 do not exist. If \( 1 < \nu < \nu_0 = 1.8466 \cdots \), then \( \Phi_{e2} \leq \Phi_{e1} \), while, if \( \nu > \nu_0 \), then \( \Phi_{e3} > \Phi_{e1} \). The plots of \( \Phi_{e2} \) and \( \Phi_{e3} \) (the latter exists only if \( \nu > 10/3 \)) intersect infinitely often, for a sequence of values of \( \nu \), \( \nu_1 = 5.1482 \cdots < \nu_2 = 8.5523 \cdots < \nu_3 < \nu_4 < \cdots \), as seen by an asymptotic analysis of the systems (3.17)-(3.18) and (3.22), (3.23); the asymptotic behavior of \( \nu_k \) is given by

\[
\nu_k = (k\pi + 0.4695 \cdots) \times 1.0857 \cdots + o(1) \quad \text{as} \quad k \to \infty.
\]

From these properties the following conclusions hold:

(i) If \( B > 0 \) and \( 0 < \nu \leq 1 \), then the curve \( C'_2 \) intersect neither the curve \( C_1 \) nor the curve \( C_2 \) (that is below the curve \( C_1 \)).

(ii) If \( B > 0 \) and \( 1 < \nu < \nu_0 = 1.8446 \cdots \), then the situation is as in one of the sketches (a) or (b) of Fig. 4. The curve \( C'_2 \) intersect the curve \( C_1 \) (at \( p_2 \)), but it does not necessarily intersect the curve \( C_2 \) (since \( \Phi_{e1} > \Phi_{e3} \) and the curve \( C_2 \) is below the curve \( C'_2 \) for sufficiently small \( \Phi_1 \)).

(iii) If \( B > 0 \) and \( \nu = \nu_2 \), then \( p_1 \) and \( p_2 \) coalesce. At the resulting point, the linearized problem around the steady state has a double eigenvalue \( \omega = 0 \), which is geometrically simple, and a pair of complex conjugate simple eigenvalues, \( \omega = \pm i\Omega \),
with $\Omega \neq 0$. This is a codimension-three degeneracy that has been partially analyzed in [12], where it has been shown that it leads to bifurcation to two- and three-dimensional tori. That degeneracy corresponds to the following situation: a Hopf bifurcation point crosses one of the bending points 1 or 2 of the response curve of Fig. 1 and, simultaneously, that bending point exhibits a saddle-node degeneracy.

(iv) If $B > 0$ and $v_0 < \nu < 10/3$ (respectively if $10/3 < \nu < v_1$, then the situation is as in one of the sketches (c) or (d) (respectively, (e) or (f)) of Fig. 3. Therefore, if $v_0 < \nu < v_1$, then the curves $C_2$ and $C'_2$ intersect at (at least) a point $p_4$. At $p_4$, the linearized problem around the steady state possesses two pairs of complex conjugate simple eigenvalues $\omega = \pm i\Omega_1$ and $\omega = \pm i\Omega_2$, with $\Omega_1 \neq 0$ and $\Omega_2 \neq 0$. This is a codimension-two singularity whose universal unfolding has been completely analyzed [9]; in particular, it is known that the degeneracy leads to bifurcation to tori. The degeneracy corresponds to the following situation: two Hopf bifurcation points, with linearly independent eigenspaces, coalesce. (v) If $B > 0$ and $\nu = v_1$ (or, more generally, $\nu = v_k$ for some $k > 1$), then the points $p_2$ and $p_3$ coalesce. At the resulting point, the linearized problem around the steady state has a simple zero eigenvalue $\omega = 0$ and two pairs of complex conjugate simple eigenvalues $\omega = \pm i\Omega_1$ and $\omega = \pm i\Omega_2$, with $\Omega_1 \neq 0$ and $\Omega_2 \neq 0$. This is a codimension-three degeneracy that has been partially analyzed in [13] and leads to bifurcation to two- and three-dimensional tori. It corresponds to the following situation: two Hopf bifurcation points, with linearly independent eigenspaces, simultaneously cross one of the bending points 1 or 2 of the response curve of Fig. 1.

(vi) If $B > 0$ and $v_{2k-1} < \nu < v_{2k}$ for some $k \geq 1$, then the situation is as in one of the sketches (g) or (h) of Fig. 4. Observe that the curves $C_2$ and $C'_2$ intersect at a point $p_4$, where a degeneracy of codimension-two (namely, that appearing in case (iv)) takes place. Nevertheless, that degeneracy appears now at a point of the middle branch of the S-shaped part of the response curve of Fig. 1, where the linearized problem around the steady state has a real eigenvalue that is strictly positive. Therefore, no attractor of the dynamical system defined by (3.1)-(3.4) can bifurcate from the steady state near that singularity. Thus it is not of much interest.

To summarize the above results, the following degeneracies of codimensions two and three, leading to quasi-periodic behavior of (3.1)-(3.4), have been found above ($\omega_1$, $\omega_2$, $\cdots$ are the eigenvalues of the linearized problem around the steady state with zero real part):

(i) $\omega_1 = 0$, $\omega_2, 3 = \pm i\Omega_1$, with $\Omega \neq 0$;
(ii) $\omega_{1,2} = \pm i\Omega_1$, $\omega_{3,4} = \pm i\Omega_2$ with $\Omega_1 \neq 0$ and $\Omega_2 \neq 0$;
(iii) $\omega_1 = 0$ (algebraically triple, geometrically simple);
(iv) $\omega_1 = 0$ (algebraically double, geometrically simple), $\omega_{2,3} = \pm i\Omega$ with $\Omega \neq 0$;
(v) $\omega_1 = 0$, $\omega_{2,3} = \pm i\Omega_1$, $\omega_{4,5} = \pm i\Omega_2$, with $\Omega_1 \neq 0$ and $\Omega_2 \neq 0$.

To show that the dynamical system associated with (3.1)-(3.4) exhibits stable quasi-periodic behavior, in § 4 we make a bifurcation analysis of the singularity (i). Let us recall that the normal forms associated with the degeneracies (i) and (ii) may be reduced to a second-order autonomous system of ODEs; therefore nothing more interesting than quasi-periodic phenomena (which corresponds to periodic solutions of the above-mentioned system of ODEs) may be seen locally, via center manifold theory and normal form reduction. The normal forms associated with the degeneracies (iii)-(v), instead, consist of (or may be reduced to) a third-order system of ODEs, which might exhibit chaotic behavior. However, to our knowledge, that question (as well as some other significant ones, concerning the universal unfolding of the degeneracies (ii)-(v)) remains unsolved.
Finally, observe that the stability analysis above, of the spatially one-dimensional problem (3.1)-(3.4), must be seen with some caution from the physical point of view, since the real world is three-dimensional. That analysis is expected to apply to the three-dimensional version of (3.1)-(3.4) in $\Omega = [-1, 1] \times \Omega_1$, where $\Omega_1 \subset \mathbb{R}^2$ is a bounded domain, if the boundary conditions (3.2) are imposed at $\{-1, 1\} \times \Omega_1$, Neumann boundary conditions are imposed at $[-1, 1] \times \partial \Omega_1$, and the domain $\Omega_1$ is sufficiently small; this should be seen by extending well-known results by Conway, Hoff, and Smoller [24]. This, however, is not true if the domain $\Omega_1$ is sufficiently large; in that case, we expect additional degeneracies of the linear stability problem, of codimension greater than three. In the limiting case in which $\Omega$ is an infinite slab, a new source of chaotic behavior appears, namely, the so-called phase turbulence [25]. We do not pursue this important question any further in this paper.

4. Quasi-periodic and other complex phenomena for model 2 in one dimension. In this section we analyze (via local bifurcation theory) the model (3.1)-(3.4) near a point of the parameter space $(\Phi, \gamma, \nu, B) = (\Phi_0, \gamma_0, \nu_0, B_0)$, where the linearized problem around a uniform steady state $(u_0, v_0)$ exhibits the degeneracy $(i)$ encountered in § 3. Recall that this degeneracy corresponds to the interaction of a Hopf bifurcation point and a bending point of the response curve. The analysis will be made by reducing the problem to a three-dimensional center manifold and obtaining its normal form; then we use the general analysis of this normal form in [9]. Let us mention that similar (but different) normal forms are obtained at the interaction of a Hopf bifurcation point and either a transcritical or a pitchfork steady bifurcation point; see [26], [27] and also [9, pp. 396 and 410].

We take $\Phi_0, \gamma_0, \nu_0$, and $B_0$ such that (3.12)-(3.18) hold for some positive values of the real parameters $\Omega = \Omega_0$ and $\Phi_2 = \Phi_{s0}$, where $\Phi_{s0}$ satisfies (3.9). Then the linearized problem around the steady state (3.8) has the simple eigenvalues $\omega = i \Omega_0$, $\omega = - i \Omega_0$, and $\omega = 0$, with $(V, U_+, U_-) = (V_1, U_{1+}, U_{1-})$, $(V, U_+, U_-)$, and $(V_2, U_{2+}, U_{2-})$ as associated eigenvectors, where (here and below) overbars denote complex conjugation, and

\begin{align}
V_1(x) &= \cosh(\sqrt{i \Omega_0} x) / \cosh(\sqrt{i \Omega_0}), \quad V_2(x) = 1 \text{ in } -1 \leq x \leq 1; \\
U_{1+}(\xi) &= U_{1-}(\xi) = \gamma_0 \nu_0 \Phi_{s0} \Phi_{s0}^2 \exp(\sqrt{i \Omega_0} \xi - \exp(\Phi_{s0} \xi))/i \Omega_0 (v_0 + B \Phi_{s0})^2, \\
U_{2+}(\xi) &= U_{2-}(\xi) = \gamma_0 \nu_0 \Phi_{s0} \Phi_{s0} \exp(\Phi_{s0} \xi)/2(\nu_0 + B \Phi_{s0})^2 \text{ in } -\infty < \xi < 0.
\end{align}

In addition, we assume that

\begin{equation}
\Phi_{s0} \neq \nu_0/B_0.
\end{equation}

This condition and (3.12) mean that the steady state under consideration is, in fact, one of the bending points 1 or 2 of the response curve of Fig. 1. If (4.3) does not hold, but conditions (3.9), (3.12), (3.17), (3.18) are still imposed, then the steady state bifurcation diagram exhibits the *cusp degeneracy* (which corresponds to coalescence of the bending points 1 and 2), and the local dynamic problem presents a degeneracy of codimension-three that will not be considered here.

Now let the parameters $\nu$, $B$, $\gamma$, and $\Phi^2$ be close to $\nu_0$, $B_0$, $\gamma_0$, and $\Phi_{s0}^2$, and let the parameters $\delta = (\nu_1, \nu_2, \nu_3) \in \mathbb{R}^3$ and $\delta \in \mathbb{R}$ be defined by

\begin{align}
\nu &= \nu_0 + \nu_1, \quad B = B_0 + \nu_2, \quad \gamma = 2[\nu + B(\Phi_{s0} + \nu_3)]^2 / \nu B(\Phi_{s0} + \nu_3), \\
\Phi^2 &= \delta + (\Phi_{s0} + \nu_3)^2 \exp[-\gamma + \gamma \nu / (\nu + B \Phi_{s0} + B \nu_3)].
\end{align}
Note that $(v, B, \gamma, \Phi^2) \rightarrow (v_0, B_0, \gamma_0, \Phi^0)$ as $|\varepsilon|^2 + \delta^2 \rightarrow 0$, and that the map $(\varepsilon, \delta) \rightarrow (v, B, \gamma, \Phi^2)$ defined by (4.4) is one-to-one if $|\varepsilon|^2 + \delta^2$ is sufficiently small (its Jacobian at $|\varepsilon| = \delta = 0$ is different from zero according to condition (4.3)). The parameters $\varepsilon$ and $\delta$ are defined in such a way that if $\delta = 0$ and $|\varepsilon|$ is sufficiently small, then (3.1)-(3.4) possess the steady state

$$v_0(\varepsilon) = [v + B(\Phi_{x0} + \varepsilon)]/v, \quad u_+ (\xi, \varepsilon) u_- (\xi, \varepsilon) = \exp \left[ -((\Phi_{x0} + \varepsilon) \xi) \right]$$

in $-\infty < \xi < 0$.

Also, (i) $u$, $u_+$, and $u_-$ depend smoothly on $\varepsilon$; (ii) $(v, u_+ \rightarrow (v_{\text{jo}}, u_{\text{jo}}))$ (= the basic steady state that we are considering) as $\varepsilon \rightarrow 0$ and $\delta \rightarrow 0$; and (iii) the linearized problem around the steady state (4.5) possesses the eigenvalue $\omega = 0$ (for all $\varepsilon$ such that $|\varepsilon|$ is sufficiently small).

Now, if $|\varepsilon|^2 + \delta^2$ is sufficiently small, we consider a three-dimensional center manifold of the phase space of (3.1)-(3.4), $M_{(\delta, \varepsilon)}$, which is invariant under the semiflow defined by (3.1)-(3.4). $M_{(\delta, \varepsilon)}$ is defined in a neighborhood of the steady state $(v_0, u_0, u_0, \omega_0)$, and $M_{(0, 0)}$ contains that steady state and is tangent (at the steady state) to the linear manifold spanned by the eigenvectors (of the linearized problem) associated with the eigenvalues $i\Omega_0, -i\Omega_0, 0$. In addition, we require $M_{(0, 0)}$ to contain the steady state (4.5) (for $|\varepsilon|$ sufficiently small). $M_{(\delta, \varepsilon)}$ may be represented parametrically (through the parameters $\alpha \in \mathbb{C}$ and $\beta \in \mathbb{R}$) as

$$v(x) = v_0(\varepsilon) + \alpha V_+ (x) + \beta V_2 (x) + \delta^2 V_0 (x), \quad \omega = \beta,$$

(4.5)

$$u_+ (\xi) = u_0 (\xi, \varepsilon) + \alpha U_+ (\xi) + \beta U_2 (\xi) + \delta U_0 (\xi), \quad \omega = \beta.$$
Now the restriction of the semiflow defined by (3.1)-(3.4) to the center manifold may be described by a third-order real (when decomplexified) system of ODEs of the form

\[ \frac{d\alpha}{dt} = f(\alpha, \tilde{\alpha}, \beta; \delta, \epsilon), \quad \frac{d\beta}{dt} = g(\alpha, \tilde{\alpha}, \beta; \delta, \epsilon), \]

for some functions, \( f : \mathcal{B} \to \mathbb{C} \) and \( g : \mathcal{B} \to \mathbb{R} \) (for some neighborhood \( \mathcal{B} \) of the origin of \( \mathbb{C}^2 \times \mathbb{R}^5 \)) that depend smoothly on \( \alpha, \beta, \delta, \) and \( \epsilon \). These functions are determined (together with the functions \( \tilde{V}, \tilde{U}_+ \), and \( \tilde{U}_- \) defined above), at least locally, by the problem posed by (4.9), (4.12), and (4.15)-(4.18) below, which are readily obtained by imposing the invariance of the center manifold under the semiflow defined by (3.1)-(3.4):

\[ \frac{\partial^2 \tilde{V}}{\partial x^2} = (V_1 + \partial \tilde{V}/\partial\alpha)f + (1 + \partial \tilde{V}/\partial\beta)g - i\Omega_0 \alpha V_1 + \text{c.c.} \quad \text{in } -1 < x < 1, \]
\[ \frac{\partial \tilde{V}}{\partial x} = \pm \sqrt{\Omega_0} \tanh \sqrt{\Omega_0} \pm \nu [-B\Phi_\delta/\nu - \alpha - \beta - \tilde{V}] \]
\[ \pm B\Phi^2 \exp \left[ \gamma - \gamma/(\nu + \alpha + \tilde{\alpha} + \beta + \tilde{\beta}) \right] \]
\[ \cdot \int_{-\infty}^{0} [u_1 + \alpha U_{1+} + \beta U_{2+} + \tilde{U}_+] \, dx + \text{c.c.} \quad \text{at } x = \pm 1, \]
\[ \frac{\partial^2 \tilde{U}_\pm}{\partial \xi^2} = (U_{1+} + \partial \tilde{U}_\pm/\partial\alpha)f + (U_{2+} + \partial \tilde{U}_\pm/\partial\beta)g - \alpha \delta^2 U_{1+}/\delta\xi^2 - \beta \delta^2 U_{2+}/\delta\xi^2 - \Phi^2 \tilde{U}_\pm \]
\[ + \Phi^2 (u_1 + \alpha U_{1+} + \beta U_{2+} + \tilde{U}_+) \exp \left[ \gamma - \gamma/(\nu + \alpha + \tilde{\alpha} + \beta + \tilde{\beta} + \tilde{V}_\pm) \right] + \text{c.c.} \quad \text{in } -\infty < \xi < 0, \]
\[ \tilde{U}_\pm = 0 \quad \text{at } \xi = -\infty \text{ and } \epsilon = 0. \]

Here \( \tilde{V} = \tilde{V}(\pm 1; \alpha, \tilde{\alpha}, \beta, \delta, \epsilon) \), \( \partial/\partial\alpha \) is the operator defined in (4.13) and c.c. denotes the complex conjugate.

The problem posed by (4.9), (4.12), (4.15)-(4.18) may be solved by (regular) perturbation techniques, by seeking the asymptotic expansions \( (p, q, r, s \text{ = nonnegative integers}) \)

\[
\begin{align*}
    f(\alpha, \tilde{\alpha}, \beta; \delta, \epsilon) & = \sum_p \sum_{q+r+s+t=2p} f_{pqrs}(\epsilon, \delta) \alpha^q \tilde{\alpha}^r \beta^s, \\
    g(\alpha, \tilde{\alpha}, \beta; \delta, \epsilon) & = \sum_p \sum_{q+r+s+t=2p} g_{pqrs}(\epsilon, \delta) \alpha^q \tilde{\alpha}^r \beta^s, \\
    \tilde{V}(x; \alpha, \tilde{\alpha}, \beta; \delta, \epsilon) & = \sum_p \sum_{q+r+s+t=2p} \tilde{V}_{pqrs}(x; \delta, \epsilon) \alpha^q \tilde{\alpha}^r \beta^s, \\
    \tilde{U}_\pm(\xi; \alpha, \tilde{\alpha}, \beta; \delta, \epsilon) & = \sum_p \sum_{q+r+s+t=2p} \tilde{U}_{pqrs}(\xi; \delta, \epsilon) \alpha^q \tilde{\alpha}^r \beta^s.
\end{align*}
\]

The coefficients are uniquely determined from the system of recursive linear problems that results when the expansions (4.19) are substituted into (4.9), (4.12), (4.15)-(4.18), and the coefficient of each monomial \( \alpha^q \tilde{\alpha}^r \beta^s \) is set to zero. Below, we consider all coefficients up to order \( p = 3 \) in the expansions of \( f \) and \( g \), but we must explicitly compute only a first approximation of the following:

\[ g_{000}(\delta, \epsilon) = A_0 \delta + O(\delta^2 + |\epsilon|^2) \]
\[ \text{Re} \left( f_{100}(0, \epsilon) \right) = A_1 \epsilon + A_2 \epsilon^2 + A_3 \epsilon^3 + O(|\epsilon|^4) \]
\[ \text{Im} \left( f_{100}(0, \epsilon) \right) = \Omega_0, \quad \text{Re} \left( f_{101}(0, \epsilon) \right) = A_4, \quad g_{110}(0, 0) = A_5, \quad g_{002}(0, 0) = A_6, \]

where the constants \( A_0, \ldots, A_6 \) are given in the Appendix B.

Now a third-order normal form of system (4.14) may be obtained as follows. We first truncate the expansions (4.19) of \( f \) and \( g \) by ignoring all terms of order \( p \geq 4 \) and
replace the resulting polynomial in (4.14). Then we consider a near-identity change of variables \((\alpha, \beta) \rightarrow (y(\alpha, \beta; \delta, \epsilon), z(\alpha, \beta; \delta, \epsilon)) \in \mathbb{C} \times \mathbb{R}\), with \(y = \alpha\) and \(z = \beta\) as \((\alpha, \beta, \delta, \epsilon) \rightarrow (0, 0, 0, 0)\), of the form

\[
y = \sum_{p=0}^{n} \sum_{r+s=p} Y_{p, rs}(\delta, \epsilon) \alpha^p \beta^s, \quad z = \sum_{p=0}^{n} \sum_{r+s=p} Z_{p, rs}(\delta, \epsilon) \alpha^p \beta^s,
\]

whose coefficients are selected in such a way that, in the new variables, system (4.14) becomes of the form

\[
dy/dt = [a_0(\delta, \epsilon) + ic_0(\delta, \epsilon)]y + [a_1(\delta, \epsilon) + ic_1(\delta, \epsilon)]yz + O(|y|^2 + z^2)^2, \quad dz/dt = b_0(\delta, \epsilon) y + b_1(\delta, \epsilon) yz + b_2(\delta, \epsilon) z^2 + b_3(\delta, \epsilon) y\ yz + O(|y|^2 + z^2)^2,
\]

where the real coefficients \(a_i, b_j, c_i\) are such that

\[
b_0(\delta, \epsilon) = A_0 + O(|\delta|^2 + |\epsilon|^2), \quad a_0(0, \epsilon) = A_1 \epsilon + A_2 \epsilon^2 + A_3 \epsilon^3 + O(|\epsilon|^3),
\]

\[
c_0(0, 0) = \Omega_0, \quad a_1(0, 0) + ic_1(0, 0) = A_4, \quad b_1(0, 0) = A_5, \quad b_2(0, 0) = A_6.
\]

The terms appearing in the right-hand side of (4.22) cannot be annihilated by a change of variables of the type (4.21), and are called resonants.

That change of variables is seen to exist by applying the implicit function theorem to the system of equations that results when (4.21) is substituted into (4.14), and the coefficient of the monomials not appearing in (4.22) is set to zero (observe that \(g_0(0, 0) \neq 0\); see (4.3) and (4.20)).

Now, when the new real variables \(r > 0\) and \(\theta\), defined by \(y = r \exp(i\theta)\) are introduced, (4.22) is written in the form

\[
dr/dt = a_r r + a_1 rz + a_2 r^2 + a_3 r z^2 + O(r^2 + z^2),
\]

\[
dz/dt = b_0 + b_1 r^2 + b_2 r z + b_3 r^2 z + b_4 z^3 + O(r^2 + z^2)^2,
\]

\[
d\theta/dt = c_0 + c_1 z + c_2 r^2 + c_3 z^2 + O(r^2 + z^2)^4/r.
\]

Then (4.25), (4.26) are decoupled from (4.27), and they may be solved separately. Note that the stationary (respectively, periodic) solutions of (4.25), (4.26) with \(r > 0\) are periodic (respectively, quasi-periodic) solutions of (4.25)-(4.27). Now we may use the fairly complete analysis of (4.25), (4.26) made in [9, pp. 376-396]. To this end, we first reduce (4.23), (4.25) to standard form by using the new variables and parameters

\[
u = |b_1/b_2|^{1/2} r, \quad v = -b_2 z, \quad \mu_1 = a_0, \quad \mu_2 = -b_0 b_2, \quad a = -a_1/b_2,
\]

\[
h = -\text{sign} [b_2/b_1](= \pm 1), \quad e = a_2 b_2^2/b_1^2, \quad d = a_3/b_2,
\]

\[
e = b_2^2 b_3/b_1^2, \quad f = b_4/b_2^2
\]

to write (4.25), (4.26) as

\[
du/dt = \mu_1 u + auv + cu^2 + d u v^2 + O(u^2 + v^2)^2,
\]

\[
dv/dt = \mu_2 + bu^2 - v^2 + eu^2 v + fu^3 + O(u^2 + v^2)^2.
\]

Here we assume that \(b_1 \neq 0\) (note that \(b_2 \neq 0\); see (4.3), (4.20)).

Now, when using (4.24), (4.28) and the expressions for \(A_0, A_1, A_2, A_3, b_1\) in Appendix B, it is seen that the map \((\delta, \epsilon) \rightarrow (\mu_1(\delta, \epsilon), \mu_2(\delta, \epsilon))\) of \(\mathbb{R}^2\) into \(\mathbb{R}^2\) is such that the rank of its Jacobian matrix at \((\delta, \epsilon) = (0, 0)\) is always equal to 2. As a consequence, any point \((\mu_1, \mu_2)\) in a whole neighborhood of the origin of \(\mathbb{R}^2\) may be reached if \(\delta\) and \(\epsilon\) are appropriately chosen.
From the analysis in [9], if \( a < 0 \) and \( b = 1 \), then system (4.29) exhibits a Hopf bifurcation at a curve of the plane \( \mu_1 - \mu_2 \) (for fixed values of the remaining parameters) of the form \( \mu_1 = \mu_1(\mu_2) \); with \( \mu_2 < 0 \), such that \( \mu_1'(0) = 0 \). At that curve, the original problem exhibits a bifurcation to torus; it is well known (see, e.g., [10, pp. 292-313]) that, when having at least two free parameters (we have four of them available), near that bifurcation the dynamical system exhibits a quite complex dynamic behavior, which includes a large number of periodic solutions and, quite frequently, chaotic behavior. Also, if \( a > 0 \) and \( b = -1 \), then near a curve of the plane \( \mu_1 - \mu_2 \), of the type \( \mu_1 = \mu_1(\mu_2) \), with \( \mu_2 > 0 \), system (4.29) presents a homoclinic bifurcation that is expected to yield also quite complex dynamic behavior for the original system (see, e.g., [9, p. 394]). Both situations \( (a < 0, b = 1 \text{ and } a > 0, b = -1) \) do occur for appropriate values of the parameters in our case, as it comes from the plot in Fig. 6, where the curves \( \text{Re}(A_4) = 0, A_5 = 0, \text{and } A_6 = 0 \) are represented in terms of \( B \) and \( v \) (the expressions of \( A_4, A_5, \) and \( A_6 \) in Appendix B depend on the parameters \( \Omega, \phi, B, \) and \( v \), but \( \phi \) and \( \Omega \) are eliminated when using (3.17), (3.18)). These curves define several regions in the plane \( v - B \). In particular, in region I, \( \text{Re}(A_4) > 0, A_5 < 0, \) and \( A_6 > 0 \), and (see (4.24), (4.28)) the parameters \( a \) and \( b \) are such that \( a < 0 \) and \( b = 1 \); similarly, in region II, \( \text{Re}(A_4) < 0, A_5 < 0, \) and \( A_6 < 0, a > 0, \) and \( b = -1 \). Note that a blow-up of the region near the point \( v = 10/3, B = 2\sqrt{10}/3 \) is necessary to appreciate a second point of intersection of the curves \( \text{Re}(A_4) = 0 \) and \( A_5 = 0 \).

5. Conclusions. We have obtained two realistic submodels of (1.1), (1.2) in the limit (1.3) for \( v \sim 1 \), which we call models 1 and 2. Their formal derivation by singular perturbation techniques, was made in Appendix A and § 2.

![Fig. 6. The curves \( \text{Re}(A_4) = 0, A_5 = 0, \text{and } A_6 = 0 \).](image)

Model 1 has been already considered in the literature, as explained in § 2.1. Model 2, instead, is new (to our knowledge), and it is quite interesting from the dynamical point of view. The steady states of model 2 and their linear stability were analyzed in § 4, where we showed that the model presents several degeneracies of codimensions two and three, which are likely to lead to chaotic behavior. One of these degeneracies was analyzed in detail in § 4, where we showed that, for appropriate values of the
parameters, the dynamics of the model is quite rich. Those results lead us to the conjecture that model 2 should present chaotic behavior for appropriate values of the parameters.

Since, as we explained in § 1, model 2 is obtained in a realistic limit, we expect that the results in this paper explain some experimentally observed, quite rich dynamic behavior under apparently isothermal conditions; see, e.g., [28], [29], and [1, Vol. II, pp. 140-141]. Finally, to our knowledge, model 2 is the first submodel of (1.1), (1.2) in the literature such that (a) it is obtained for realistic limiting values of the parameters, (b) it is simpler than (1.1), (1.2), and (c) it exhibits generically stable quasi-periodic behavior.

Appendix A. Asymptotic derivation of the basic model. In this appendix we consider the limit (1.5) with $\nu \sim 1$, for the problem (1.1), (1.2), with initial conditions
\begin{equation}
(A.1) \quad u(x,0) = \tilde{u}(x) > 0, \quad v(x,0) = \tilde{v}(x) > 0 \quad \text{in } \Omega,
\end{equation}
where the smooth functions $\tilde{u}$ and $\tilde{v}$ satisfy the boundary conditions at $\partial \Omega$. For brevity, only the spatially three-dimensional case is considered, but the results of this section are also valid in one and two space dimensions. Also, for simplicity in the presentation, we assume that $\gamma \sim O(1)$. Again, it may be seen that the basic model applies also if $\gamma \gg 1$.

Below, we encounter two thin boundary layers beside the boundary of $\Omega$. To describe the (inner) solution in these layers, we introduce, in a neighborhood $B$ of each point of $\partial \Omega$, a curvilinear coordinate system $(\eta_1, \eta_2, \eta_3)$ such that $\xi$ is the parametric surface $\eta = 0$ and $\eta$ is a coordinate along the outward unit normal to $\partial \Omega$. Then the Laplacian operator is written as
\begin{equation}
\Delta = \partial^2/\partial \eta_1^2 + h^{ij} \partial^2/\partial \eta_i \partial \eta_j + p \partial \partial \eta + p^k \partial / \partial \eta^k,
\end{equation}
where $h^{ij}, p,$ and $p^k(i,j,k = 1 \text{ and } 2)$ are appropriate smooth functions defined in the neighborhood $B$.

Two timescales must be considered. For $t \sim 1/\sigma$, a boundary layer of thickness $1/\sqrt{\sigma}$ appears beside the boundary of the domain. We use the time variable $\tau = \sigma t$ and the inner variables $\xi = \sqrt{\sigma} \eta$, $\eta^2$, and $\eta^3$ in the boundary layer, and we seek the expansions
\begin{equation}
(A.2) \quad u = u_0 + u_1/\sqrt{\sigma} + \cdots, \quad v = v_0 + v_1/\sqrt{\sigma} + \cdots
\end{equation}
in the outer zone, and of the form
\begin{equation}
(A.3) \quad u = \bar{u}_0 + \bar{u}_1/\sqrt{\sigma} + \cdots, \quad v = \bar{v}_0 + \bar{v}_1/\sqrt{\sigma} + \cdots
\end{equation}
in the boundary layer. Then $u_0$ and $v_0$ are given by
\begin{equation}
(A.4) \quad \lambda \partial u_0/\partial \tau = 0, \quad u_0(x, y, z; 0) = \bar{u}(x, y, z),
\end{equation}
\begin{equation}
(A.5) \quad \partial u_0/\partial \tau = b \varphi^2 u_0 \exp(\gamma - \gamma/v_0), \quad v_0(x, y, z; 0) = \bar{v}(x, y, z),
\end{equation}
and $\bar{u}_0$ and $\bar{v}_0$ are given by
\begin{equation}
(A.6) \quad \lambda \partial \bar{u}_0/\partial \tau = 0, \quad \bar{u}_0(\xi, \eta^1, \eta^2; 0) = \bar{u}(0, \eta^1, \eta^2),
\end{equation}
\begin{equation}
(A.7) \quad \partial \bar{v}_0/\partial \tau = b \varphi^2 \bar{u}_0 \exp(\gamma - \gamma/v_0), \quad \partial \bar{v}_0/\partial \xi = 0 \quad \text{at } \xi = 0,
\end{equation}
where the parameters $\lambda$, $b$, and $\varphi^2$ are as defined in (1.11). By uniqueness of solution of (A.4)-(A.6), we obtain that neither $\bar{u}_0$ nor $\bar{v}_0$ depend on $\xi$. Then $\bar{v}_0$ is given by
\begin{equation}
(A.8) \quad \delta \bar{v}_0/\partial \tau = b \varphi^2 \bar{u}_0 \exp(\gamma - \gamma/v_0),
\end{equation}
and, to the leading order, the boundary layer can be ignored at this time stage, since
the inner problem (A.4), (A.6), (A.7) is obtained by writing the outer problem in the
inner variables. This is no longer true for higher-order terms, since, for example, $\tilde{v}'$
doedepend on $\xi$ for $r > 0$, as is easily seen.

The behavior of $u_0$ and $v_0$ as $r \to \infty$ is easily obtained, from (A.2)-(A.3), to be
\[ u_0 = \tilde{u}, \quad \tilde{v}_0 = b\varphi^2 \tilde{u} \exp (\gamma) r + O(1) \quad \text{in} \, \Omega. \]
Therefore $u_0 \sim \sigma$ as $r \sim \sigma$, and we are led to the following time stage for $t \sim 1$. Now a
new boundary layer of thickness $1/\sigma$ appears beside $\partial \Omega$. We use the inner variables $\zeta = \eta \sigma$, $\eta'$, and $\eta^2$ in this new boundary layer, and seek expansions of the form
\[ u = u_0 + u_1/\sqrt{\sigma} + \cdots \quad v = \sigma \tilde{v}_0 + \sigma \tilde{v}_1 + \cdots \]
in the outer zone, of the form
\[ u = \tilde{u}_0 + \tilde{u}_1/\sqrt{\sigma} + \cdots, \quad v = \sigma \tilde{v}_0 + \sigma \tilde{v}_1 + \cdots \]
in the first boundary layer (of thickness $1/\sqrt{\sigma}$), and of the form
\[ u = \tilde{u}_0 + \tilde{u}_1/\sqrt{\sigma} + \tilde{u}_2/\sigma + \cdots, \quad v = \sigma \tilde{v}_0 + \sigma \tilde{v}_1 + \tilde{v}_2 + \cdots \]
in the second boundary layer (of thickness $1/\sigma$). Then $u_0$ and $V_0$ are given by
\[ \lambda \partial u_0/\partial t = -\varphi^2 u_0 \exp (\gamma), \tag{A.8} \]
\[ \partial V_0/\partial t = \Delta V_0 + b\varphi^2 u_0 \exp (\gamma); \tag{A.9} \]
$\tilde{u}_0$, $\tilde{v}_0$, and $\tilde{V}_1$ are given by
\[ \lambda \partial \tilde{u}_0/\partial t = -\varphi^2 \tilde{u}_0 \exp (\gamma), \tag{A.10} \]
\[ \partial \tilde{V}_1/\partial \zeta^2 = \partial^2 \tilde{V}_1/\partial \zeta^2 = 0; \tag{A.11} \]
and $\tilde{u}_0$, $\tilde{v}_0$, $\tilde{V}_1$, and $\tilde{V}_2$ are given by
\[ \lambda \partial \tilde{u}_0/\partial t = \partial^2 \tilde{u}_0/\partial \zeta^2 - \varphi^2 \tilde{u}_0 \exp (\gamma); \tag{A.12} \]
\[ \partial^2 \tilde{V}_2/\partial \zeta^2 = \partial^2 \tilde{V}_2/\partial \zeta^2 = 0; \tag{A.13} \]
\[ \partial \tilde{V}_1/\partial \zeta = \partial \tilde{V}_1/\partial \zeta = 0 \quad \text{at} \, \zeta = 0, \tag{A.14} \]
We do not write the initial conditions for the above problem, which come from matching
conditions with the earlier time stage. From (A.13), we obtain that neither $\tilde{V}_0$ nor $\tilde{V}_1$
depend on $\zeta$, and (A.14) yields $\partial \tilde{V}_2/\partial \zeta = -\nu \tilde{V}_0$ in $-\infty < \zeta < 0$. Then, from (A.11) and
matching conditions between the two boundary layers, we obtain that $\tilde{V}_0$ does not
depend on $\zeta$, and $\partial \tilde{V}_1/\partial \zeta = -\nu \tilde{V}_0$ in $-\infty < \zeta < 0$. Finally, matching conditions between
the outer zone and the first boundary layer yield
\[ \partial V_0/\partial n = -\nu \tilde{V}_0 \quad \text{at} \, \partial \Omega. \tag{A.15} \]
Now, from (A.8) and (A.10), we obtain that $u_0 \to 0$, $\tilde{u}_0 \to 0$ as $t \to \infty$, and then (A.9) and
(A.15) yield $V_0 \to 0$ as $t \to \infty$. In the same way, from the equations giving higher-order
terms, which are not written for brevity, we obtain that, as $r \to \infty$, $v = O(1)$ everywhere
in $\Omega$, and $u = o(1/\sigma)$ in the outer zone and in the first boundary layer. Therefore, for
sufficiently large $t$,
\[ u = o(1/\sigma), \quad \partial u/\partial t = \Delta u + o(1) \]
both in the outer zone and in the first boundary layer, and these two zones need
not be distinguished in first approximation. Then, if we seek the expansions
\[ v = v_0 + v_1/\sqrt{\sigma} + \cdots, \quad u = u_0 + u_1/\sqrt{\sigma} + \cdots, \]
in the outer zone, and
\[ v = \tilde{v}_0 + \tilde{v}_1/\sqrt{\sigma} + \tilde{v}_2/\sigma + \cdots, \quad u = \tilde{u}_0 + \tilde{u}_1/\sqrt{\sigma} + \cdots, \]
in the first boundary layer.
in the second boundary layer, \( v_0 \) satisfies (1.7), \( \bar{u}_0 \) satisfies (1.9), (1.10), and \( \bar{u}_0, \bar{u}_1, \) and \( \bar{u}_2 \) are given by

\[
\frac{d^2 \bar{u}_0}{d \xi^2} - \frac{d^2 \bar{u}_1}{d \xi^2} = 0;
\quad \frac{d \bar{u}_0}{d \xi} - \frac{d \bar{u}_1}{d \xi} = 0 \quad \text{at} \quad \xi = 0,
\]

(A.16)

\[
0 = \frac{d^2 \bar{u}_2}{d \xi^2} + b
\]

Then neither \( \bar{u}_0 \) nor \( \bar{u}_1 \) depend on \( \xi \), and, by integrating (A.16) from \(-\infty\) to 0, we obtain that

\[
\frac{d \bar{u}_2}{d \xi} = \nu(1 - \bar{u}_0) + b \nu^2 \exp(\gamma - \gamma/\bar{u}_0) \int_{-\infty}^{0} \bar{u}_0(\xi, \tau) d\xi \quad \text{as} \quad \xi \rightarrow -\infty.
\]

Then matching conditions between the outer zone and the boundary layer show that \( v_0 \) satisfies (1.8) at \( \partial \Omega \), and the derivation of (1.7)-(1.10) is complete.

Finally, observe that if the nonlinearity \( \Phi^2 u \exp(\gamma - \gamma/v) \) is replaced in (1.1), (1.2) by a more general one, \( \Phi^2 f(u, v) \), where \( f \) is a nonnegative smooth function such that \( f(0, v) = 0 \), then the above analysis stands after obvious changes. The resulting model is obtained from model 1 by replacing the terms \( \Phi^2 u \exp(\gamma - \gamma/v) \int_{-\infty}^{0} u(\xi, t) d\xi \) and \( \Phi^2 u \exp(\gamma - \gamma/v) \Phi \) in (1.7) and (1.8), respectively.

Appendix B. The values of the constants \( A_0, A_1, \cdots A_6 \) that appear in (4.20) are as follows:

\[
A_0 = \frac{2B \Phi^3}{\Phi^2(4\Phi^2 - 3\nu)} > 0,
\]

\[
A_1 = \frac{-7B \Phi_2 - 3\nu + \frac{4}{\nu}(3B \Phi_2 + \nu)\sqrt{i\nu} \tanh \sqrt{i\nu}}{(B \Phi_2 + \nu) C_1},
\]

\[
A_2 = \frac{-2(B \Phi_2 - \nu(1 + 2\Phi_4)) + \frac{2\nu(B \Phi_2 + \nu)}{i\nu B} \left( \frac{\Phi_3}{\sqrt{\Phi_2^2 + i\nu}} - (\Phi_3^2 - i\nu) \right) + \frac{4}{\nu} \sqrt{i\nu} \tanh \sqrt{i\nu}}{(B \Phi_2 + \nu) C_1},
\]

\[
A_3 = \frac{2(\nu(1 + 2B) - B \Phi_4) + \left( \frac{8i\nu + 2\Phi_2}{\Phi_4 + 2i\nu} \right) + 4B \Phi_2 - \nu(1 + 2B) \sqrt{i\nu} \tanh \sqrt{i\nu}}{(B \Phi_2 + \nu) C_1},
\]

\[
A_4 = \frac{6\nu}{6\nu} + \frac{4\nu \Phi_2 (B \Phi_2 + \nu) \left( \frac{\Phi_2}{\sqrt{\Phi_2^2 + i\nu}} - 1 \right) - 2 \Phi_2 (B \Phi_2 + \nu) C_2}{(B \Phi_2 + \nu) C_1} + \frac{2\nu^3 + \left( \frac{2(\Phi_2^2 + i\nu)(B \Phi_2 + \nu)}{B \Phi_2} \right) - \frac{2i\nu \nu^2}{B \Phi_2} \tanh \sqrt{i\nu}}{(B \Phi_2 + \nu) C_1}
\]

\[
- \frac{2\nu^2}{B \Phi_2 C_1} \left[ \frac{2(\nu(\Phi_2 + \sqrt{\Phi_2^2 + i\nu})i + \Phi_2) \Phi_2^2}{(\Phi_2^2 + i\nu)^{3/2}(\Phi_2 + \sqrt{\Phi_2^2 + i\nu})^2 + 1} \right]
\]
\[
A_5 = \frac{4\Phi_5 \left( \frac{2\nu}{\nu + B\Phi_5} + \frac{4\nu}{\Omega} \left( \frac{-b}{\sqrt{\Phi_5^2 + \Omega}} \right) + 2\Phi_5 \left( \frac{\sqrt{2\Phi_5}}{\Omega} \left( \sinh \sqrt{2\Omega} \sin \sqrt{2\Omega} \right) \right) \right)}{B(4\Phi_5^2 - 3\nu)},
\]

\[
A_6 = \frac{4\Phi_6 \nu^3 (B\Phi_6 - \nu)}{B(B\Phi_6 + \nu)(4\Phi_6^2 - 3\nu)},
\]

where

\[
C_1 = \frac{1}{2} \left( \frac{\tanh \sqrt{\Omega}}{\sqrt{\Omega}} + \frac{2}{1 + \cosh 2\sqrt{\Omega}} \right) \frac{\nu \Phi_5^2}{(\Phi_5^2 + i\Omega)^{3/2}} \left[ \Phi_5 + 2\sqrt{\Phi_5^2 + i\Omega} \right],
\]

\[
C_2 = \frac{\nu \Phi_5^2}{(\Phi_5^2 + i\Omega)^{3/2}} \left[ \Phi_5 + 2\sqrt{\Phi_5^2 + i\Omega} \right].
\]

Here the suffix 0 has been dropped out everywhere from the parameters \(B_0, \nu_0, \phi_0,\) and \(\Omega_0\), which are defined at the beginning of § 4 and \(b\) is defined in (3.15).
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