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Abstract. Through the present paper, a novel feature set for speaker recognition based on glottal estimate information is presented. An iterative algorithm is used to derive the vocal tract and glottal source estimations from speech signal. In order to test the importance of glottal source information in speaker characterization, the novel feature set has been tested in the 2010 NIST Speaker Recognition Evaluation (NIST SRE10). The proposed system uses glottal estimate parameter templates and classical cepstral information to build a model for each speaker involved in the recognition process. ALIZE [1] open-source software has been used to create the GMM models for both background and target speakers. Compared to using mel-frequency cepstrum coefficients (MFCC), the misclassification rate for the NIST SRE 2010 reduced from 29.43% to 27.15% when glottal source features are used.
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1 Introduction

Speaker Recognition has been an active research area over the last decades. In this time, different classification methods have been proposed (GMM-UBM, SVM, etc.) and different characterization parameters have been tested (short-term spectral features, high-level features, etc.) [2]. Since 1996 National Institute of Standards and Technology (NIST) has provided a framework (SRE – Speaker Recognition Evaluation [3]) to test the advances in this area. Sign of the importance of this International Evaluation is that in the NIST SRE 2010 [4] the sites participating in the evaluations reach the number of 49, among them universities and companies, achieving recognition equal error rates (EER) closed to 1% under some specific conditions.

Regardless of the classification method applied, participants in NIST SRE have focused their efforts on incorporating high level features [5] [6] in order to make SR systems more robust. However, most systems still use classical parameterization
techniques that take into account the power spectral density of speech as a whole. The present work defends the idea that a parameterization technique which considers the voice signal as a composition of acoustic articulation and phonation gesture will provide better results than classical approaches. For this reason, the system presented to the NIST SRE 2010 uses a parameterization technique taking into account spectral characteristics of vocal tract (acoustic-phonetic) and glottal estimate (phonation-gesture) of voicing speech.

The speech production model, shown in Fig. 1, assumes that the speech signal, $s(n)$, is obtained by filtering a glottal excitation signal $e(n)$, with the transfer function of the vocal tract $h(n)$ and a radiation model [7]. The idea that the glottal signal can be represented by a transfer function given by $1/f$, thus not providing essential information to the characterization process of a particular speaker, has been taken traditionally for granted. However, recent research has shown that the glottal source presents some distinguishable properties, both in time and frequency domain, which can be applied to speaker characterization; especially in gender and age detection, pathology detection and speaker identification, among others [8]-[11]. Moreover, in preliminary work, [11] [12], it has been shown that the glottal source bears essential biometric information, which can be applied in speaker recognition tasks.

The aim of the present work is to show the discriminative power of glottal source estimate in speaker identification tasks. Section 2 will explain the glottal source estimation process. A description of the system submitted to the NIST SRE 2010 which includes the novel parameterization features is presented in section 3. Section 4 describes the experimental results achieved in the evaluation. Finally, conclusions and future work will be exposed in section 6.

### 2 Estimation of the glottal source

In the physiological speech production model (Fig. 1), the voiced speech is generated by a glottal excitation signal, $e(n)$, which is spectrally conditioned by the vocal tract with transfer function given by $F_{vt}(z)$ to produce the speech signal before radiation $s_l(n)$ and after radiation $s(n)$.

![Fig. 1. Block diagram of voiced speech production](image)

Different methods have been proposed to estimate the glottal source from the speech signal [13] [14]. However, in order to grant the orthogonality, in terms of correlation, between the vocal tract and the glottal source estimates an iterative algorithm, described in [15], has been selected. Fig. 2 depicts the block diagram of the applied method.
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The iterative algorithm comprises the following steps:

1. Remove the radiation effects from voice $s(n)$, by filtering with $R_l^{-1}(z)$.
2. Remove the glottal pulse generating model $H_g(z)$ from the radiation compensated voice $S_l(n)$. In the first iteration $H_g(z)$ need not be a very precise estimation, as it will be refined by successive iterations.
3. The vocal tract model $F_{VT}(z)$ is estimated from the de-glottalized voice $s_v(n)$, using an adaptive lattice (typically of order 20-30).
4. Remove the vocal tract model from input voice, by filtering with the inverse function $H_{VT}(z)$ to obtain a better estimation of the glottal source $e(n)$.
5. Produce a more precise model of the glottal source $F_g(z)$, which could be used to refine $H_g(z)$.
6. Repeat steps 2-5 to a desired end (typically two iterations are enough).

In order to make the reconstructed glottal source useful to the speaker recognition system, MFCC derived from the magnitude spectrum of the glottal source estimation are extracted and combined with MFCC from speech. (Fig. 3).

![Diagram of the iterative algorithm](image-url)

**Fig. 2.** Framework for glottal source separation from voice by adaptive joint estimation.

![Parameterization scheme](image-url)

**Fig. 3.** Parameterization scheme used in the GIAPSI System.
GIAPSI System Description for NIST SRE 2010

To test the performance of the new set of parameters when compared with classical parameterization features, a complete system was design to participate in the NIST SRE 2010. Fig. 4 provides a block diagram representation of the GIAPSI system presented in the NIST SRE2010.

System description can be divided into 3 different subsystems:

- Preprocessing and feature extraction.
  The evaluation data provided by NIST consists of training and test stereo files stored as 8-bit µ-law SPHERE format recorded at 8 KHz sampling frequency. For each file, the SPHERE header contains supplementary information, such as whether or not the data was recorded over a telephone line, whether or not the data is from an interview session, etc. Although evaluation rules allow the use of this auxiliary information for recognition purposes, these have not been used by the system. Word transcripts, produced using automatic speech recognition (ASR) system and provided by NIST have not been also used.

  A preprocessing step, over the recordings contained in each file, is performed including a Voice Activity Detection stage (VAD) and a simple cross-channel speaker cancelation. An adaptive VAD algorithm based on energy detection has been implemented and computed over a 64ms-long Blackman window with 13ms overlap. In the case of speaker cancelation, the algorithm applied consists on removing segments on the channel of interest that coincide with segments classified as including voice in the complementary channel. As evaluation data involves interviews or telephone conversations, detecting voice in both channels at the same time could mean that the specific segment contains information from non-target speaker, or that the target speaker is breathing, laughing or just uttering fillers like “uh”, “um”; making such segment unsuitable for automatic training or testing.
Additionally, as some of the files include telephone conversations, it was necessary to perform a noise reduction preprocessing step. In this case, a variation of the Ephraim-Malah spectral subtraction algorithm in a single channel is applied [16].

The last step consists in applying the glottal source extraction process and feature extraction algorithm described in section 2 for each of the segments of interest. For each 32 ms voiced frame (with 8ms overlapping), a 45 feature vector has been extracted (Fig. 3), which contains the following information:

- 18 MFCC + 18 ΔMFCC (from voice as a whole)
- 8 MFCC derived from the power spectral density of the glottal source signal
- Logarithm of the frame energy

- Speaker modeling.-
  Each speaker is represented by a Gaussian Mixture Model (GMM), $\lambda_s$, that has been adapted from a gender-dependent Universal Background Model (UBM) using the MAP algorithm [17] to adapt only the distribution means. The UBM is also represented as a GMM, $\lambda_{UBM}$, which has been formed from a set of speakers from the evaluation data of the NIST SRE 2006 using the EM-algorithm. Although different number of mixtures has been tested during system development, finally the number of mixtures in the GMM was set to 1024.

  The selection of this modeling technique is twofold. First of all, Gaussian Mixture Model (GMM) is a probabilistic model which has become the de facto reference method in text-independent speaker recognition. Second, the availability of an open-source software for model generation, known as ALIZE toolkit [1], thus reducing the development time of the system.

- Scoring.-
  Log-likelihood ratio (LLR) has been the score used to take a decision on whether a test audio segment is likely to be spoken by a specific speaker represented by a model $\lambda_s$.

  \[
  \text{LLR} = \log P(X|\lambda_s) - \log P(X|\lambda_{UBM}) .
  \] (1)

  In order to improve the performance of the scoring process, only the top 16 Gaussians have been used to produce the LLR score for each test file. This is implemented by first calculating log likelihood values for the UBM and finding the top 16 distributions. Then only these top distributions are evaluated for the target model.

  T-NORM normalization has been applied based on a cohort of impostors extracted from the NIST SRE2006 evaluation data. For this reason, the speaker model set also contained 30 female and 30 male impostor models for use in T-NORM score normalization.
4 Experimental Results

The NIST SRE 2010 involves 9 different tasks [4]. However our system only submitted results for two of this task: core-core and 10sec-10sec conditions. In the core-core task condition, the recording data comes both from telephone conversations and microphone recorded interviews. The conversational telephone recordings are all approximately five minutes in duration, while the interview excerpts are of varying duration between three and fifteen minutes. However, the total amount of time in which the speaker of interest is speaking is substantially smaller and not constant for different speaker. The number of speaker models to be created during train phase is 3026 female models and 2434 male models, while the number of trials for the core-core condition task is 610748.

In the case of the 10sec-10sec task, both the training and test files provided are two-channel excerpts from a telephone conversation that are estimated to contain approximately 10 seconds of actual speech in the channel of interest. The number of speaker models to be created during train phase is 1298 female models and 959 male models, while the number of trials for the 10sec-10sec condition task is 55391.

In order to evaluate the influence of the glottal estimate parameters (GEP), an additional system (baseline) was developed in which the cepstral parameters from the glottal estimate have been removed from the feature set. The results obtained by the GIAPSI system in the NIST SRE 2010 are depicted in Fig. 5 – Fig. 8 and Table 1.

![Fig. 5. Core-Core condition DET Curves – baseline vs. GIAPSI System.](image)

The inclusion of the glottal information in the feature set clearly provides an improvement on the recognition rates, with a reduction on Equal Error Rates (ERR) terms of 2.28%.
Although not included in NIST SRE 2010, as no cross-gender trials are defined, gender dependant evaluation has been also performed. Fig. 6 depicts DET curves for core-core task condition, but evaluating independently female and male trials. In this case, the improvement in the recognition rates is clearly larger in male trials, with an EER reduction of approximately 3%, when GEP are used.

Fig. 6. Gender dependant DET curves.

Fig. 7 presents the recognition results achieved under two different conditions of the core-core task. Condition 1 (cond-1) refers to the specific case in which all trials involve interview speech from the same microphone in training and testing. Results show again that the inclusion of GEP in feature vectors improves recognition rates achieving 12.5% EER under controlled conditions, making these parameters suitable for security access applications. Condition 5 refers to trials involving normal vocal effort conversational telephone speech both in training and testing. Under this new situation, the baseline system outperformed the presented system.

Table 1. EER evaluation for baseline and GIAPSI Systems under different conditions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>EER% (baseline)</th>
<th>EER% (GIAPSI System)</th>
<th>DIFF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td>14.39</td>
<td>12.52</td>
<td>-1.87</td>
</tr>
<tr>
<td>Condition 2</td>
<td>26.97</td>
<td>24.36</td>
<td>-2.61</td>
</tr>
<tr>
<td>Condition 3</td>
<td>31.61</td>
<td>34.90</td>
<td>3.29</td>
</tr>
<tr>
<td>Condition 4</td>
<td>25.21</td>
<td>21.87</td>
<td>-3.34</td>
</tr>
<tr>
<td>Condition 5</td>
<td>23.69</td>
<td>26.78</td>
<td>3.09</td>
</tr>
<tr>
<td>Condition 6</td>
<td>29.04</td>
<td>31.52</td>
<td>2.48</td>
</tr>
<tr>
<td>Condition 7</td>
<td>26.94</td>
<td>27.47</td>
<td>0.53</td>
</tr>
<tr>
<td>Condition 8</td>
<td>17.37</td>
<td>22.01</td>
<td>4.64</td>
</tr>
<tr>
<td>Condition 9</td>
<td>24.84</td>
<td>23.00</td>
<td>-1.84</td>
</tr>
</tbody>
</table>
Table 1 provides the results achieved, in terms of EER, for different conditions described in the NIST evaluation plan [4]. A negative difference denotes that the set of parameters proposed increase the recognition rates.

![Fig. 7. DET curves for different conditions of the core-core task.](image)

Finally, Fig. 8 depicts DET curves for the specific condition in which normal vocal effort telephone conversations have been used both for training and testing. Dotted line refers to short time enrollment and test utterances (10sec-10sec condition), while solid line refers to long time recordings (core-core condition). Although results are far from being optimal, the DET curves on Figure 9 show that the system proposed is not especially influenced by short enrollment/testing information.

![Fig. 8. DET curves for core-core &10sec-10sec conditions.](image)
5 Discussion and Conclusion

In order to test the importance of the glottal information to characterize a given speaker a complete system have been implemented to participate in an international evaluation contest, NIST SRE 2010. Although the results obtained in the evaluation are still far away from the best results achieved by other participants, it has been shown that the incorporation of GEP improves the speaker recognition rate, thus confirming the conclusions in previous works [8][11][18]. On the other hand results on Table 1 show that further work is needed when dealing with telephone recordings.

An additional problem in this case (telephone recordings) is the fact that under some subset of trials, recordings for train and test differ in vocal effort of the speaker. Up to now, we have considered the modality of the phonation as being associated with the speaker’s emotional state, thus leaving this situation for further study. However in NIST SRE 2010 the modal phonation has been forced artificially adding another source of variation to the problem of accurately extraction of glottal information.

Several reasons explain the results achieved by the system in the NIST SRE2010. First of all, no channel normalization techniques in order to remove linear channel convolutional effects have been applied. Additionally no side information from recordings has been used, neither during training nor during testing. Finally, more preprocessing work is needed in the reconstruction of the GEP, as the systems must deal with some of these factors: empty recordings both in test and train phase, extremely noisy recordings, gender misclassification, etc.
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