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Abstract—A precise knowledge about future traffic will eventually open a new era in traffic management. Research has focused on the still unresolved problem of predicting travel time (TT). However, practitioners favor the level of service (LOS) as a meaningful metric that avoids the continuous fluctuations and link-specificity of TT. Evolving from TT to LOS opens a new research line in the field, moving the underlying mathematical problem from regression to classification. This study proposes a short-term LOS classifier to fulfill this requirement. Given that traffic conditions are mostly free-flow throughout the day, LOS classes are unbalanced. Therefore, we based our predictor on a Random Undersampling Boost algorithm (RUSBoost), especially suited to overcome this issue. We trained and validated this LOS predictor with 12 months of arrival travel time data, captured by a Bluetooth network with 6 links, in real operation on the SE-30 highway (Seville, Spain). This classifier achieved an average recall of 82.8% for prediction horizons up to 15 minutes, reaching 92.5% predicting congestion. We reached this performance by exploiting two facts that we empirically demonstrated: (i) information from every link (even those in the opposite direction) contributes to increase the accuracy of the prediction; and (ii) traffic presents different behavior depending on the day of the week, which we used to segment the data and construct specific classifiers. These promising results show the potential of the proposed LOS predictor, providing a new perspective into traffic forecast and the subsequent traffic management that yields with what practitioners demand.
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I. INTRODUCTION

Knowledge about future traffic states is of an enormous value. It allows drivers to choose the route that minimizes the time invested in the journey and road managers to trigger actuations that would maximize the performance of their transport networks. Both perspectives share the same objective: reducing congestion.

But congestion is not a simple physical phenomenon that we can directly measure. Where does a congestion precisely start? How big is it? When does it really end? It is hard to find a unique and common answer to these questions. Consequently we are forced to find quantitative variables that can indirectly represent congestion and predict their future values.

The scientific community has invested huge efforts in solving this problem during the past four decades [1]. Researchers have proposed a wide variety of approaches using techniques over different variables provided by yet another varied group of sensors. Originally, inductive loops generated traffic variables such as speed, flow, and volume upon which congestion could be characterized. The intrinsic point-like nature of these measurements complicates the problem given that congestions typically spread throughout an area. This is the reason why the work in this field had to shift to other variables like travel time (TT), associated with stretches [2]. This evolution was viable due to the progressive accessibility to floating car data (FCD) and the deployment of automatic vehicle identification (AVI) systems, among which Bluetooth is a cost-effective technology to provide accurate TT estimations [3].

TT prediction is an extremely complex task for two main reasons. First, we can only calculate TT once vehicles have reached the final end of the stretch, thus it is an inherently delayed variable. Second, TT is a statistical measurement that represents the overall behavior of a set of vehicles that started the journey on the same time interval. This leads to wide confidence intervals that are even more evident during the formation and disappearance of a congestion.

On the plus side, traffic managers do not actually require such a precise information like TT as the basis of their knowledge about the future state of the road. What they really seek for is anticipating significant changes on traffic behavior that they have to respond to. In this respect, the level of service (LOS) [4] arises as an appropriate decision support tool [5]. Unexpectedly, the LOS has not ever been used as the target variable for traffic forecasting.

Setting the objective of prediction on the LOS drastically changes the problem statement and the techniques to solve it. In the first instance, it makes the problem evolve from regression to classification, which alleviates the complexity introduced by TT. In addition, it allows a better generalization of the results as it avoids the dependency of TT on the length of the stretch under study. LOS is a normalized variable thus directly transferable to any type of stretch and road configuration.

Considering this motivation, the current paper proposes a short-term LOS predictor based on data produced by AVI systems to forecast future traffic conditions. These data reflect that traffic does not often fall on the category of heavy
congestion, which produces LOS information that is clearly unbalanced. In order to deal with this fact, we developed a Random Undersampling Boost (RUSBoost) classifier able to optimally adapt to this situation. This classifier cannot be evaluated by means of the classical performance metrics applied to regression problems: mean absolute error, mean absolute percentage error, and root-mean-square error. In addition, the imbalance of LOS samples compels us to find metrics that consider this fact or that we can particularize for each class. Consequently we propose the use of recall values obtained from confusion matrices, and discuss other metrics that we can extract from them.

The initial resulting performance was then improved by adding data from all the stretches in the network, as in [6] and [7], and segmenting the training and validation sets considering the specific type of day (Monday, Tuesday-Wednesday-Thursday, Friday, Saturday-Sunday-holiday). For the validation and construction of this predictor we used 12 months of empirical data captured by Bluetooth identifiers deployed forming 6 stretches on an urban highway in Seville (Spain).

II. RELATED WORK

Any traffic prediction model must face its underlying stochastic character [8]. This issue can be faced by the use of either macroscopic/microscopic traffic modeling [9] or empirical approaches based on artificial intelligence. Macro/micro models rely on the careful inclusion of all relevant data, specifically the flows at all ingress and egress points, as well as some details about the road structure and capacity. This often complicates the problem, via the sheer magnitude of the structural representation. For its part, black boxes inadvertently encode these structures into their internal representation, without the need to explicitly represent them. On the negative side, this may hide cause-effect relations. On the positive side, they provide high predictive capabilities even when only partial data is available. Our work focuses on the exploitation of Bluetooth Monitoring Systems (BTMSs) data, which cannot provide the accurate vehicle counting required for the former.

Works based on artificial intelligence adopt two fundamental approaches: parametric and non-parametric. The former relies on the analysis of time series like the auto-regressive integrated moving average [10], and the use of Kalman filters to adapt predicted states to actual observations [11]. On the other hand, non-parametric models seek for patterns among historical data that mimic current traffic situations. The fundamental methodologies are the k nearest neighbors as in [12] and [6], and neural networks like [13]–[15], and [16].

These methods must be fed with TT data, with origin in different sources, mainly inductive loops, FCD, and AVI systems. Speed values collected by inductive loops can be used to estimate and predict TT [17]. In order to do so, point-like speed values must be extrapolated to the whole stretch under study, which reduces the accuracy of the input data and the subsequent predictor. This effect is even more pronounced if the speed values themselves come from yet a previous estimation that considers the measured intensity, occupancy, and some average vehicle length, as in [18]. On top of these issues, estimated TT from inductive loops must face the fact that these detectors show poor performances in congested scenarios [19].

Consequently, most TT data come from a statistical calculation made upon the individual time each vehicle invest on traversing the stretch. The direct approach is gathering FCD from vehicles, using their GPS positioning system. In order to obtain accurate TT estimations, we need a significant amount of journeys that share the same origin and destination, and which started on the same time interval. In addition to this, it is fundamental that data reflect the actual behavior of traffic, i.e., they are not biased by any specific feature of the selected group of vehicles. Accordingly, data coming from segments of drivers like taxis [20] may not be representative of the overall traffic. Finally, we should not either rely on data provided by third-parties like Google [13] given that they do not guarantee the accuracy of the TT information they supply.

During the past decade, Bluetooth has emerged as a cost-effective technology to generate TT information [21]. Bluetooth is capable of providing highly accurate TT data in freeways [22]. In any case, every TT estimation method needs to carry out a rigorous processing of the raw data collected by the Bluetooth identifiers in order to eliminate outliers and invalid data [12].

Furthermore short-term predictors require that TT data are collected with high temporal resolution given that this directly affects their prediction horizon. Thus, TT data aggregated in 15-minute intervals cannot provide forecasts beyond 15 minutes ([20] and [13]).

TT predictors are evaluated by means of classical metrics. The objective is to reflect their performance mainly in congested scenarios, given that predicting TT in free-flow is straightforward. Thus, an optimal performance evaluation analyzes each traffic situation independently. Otherwise, metrics will reflect diffused values, heavily loaded with free-flow results as this is the most frequent situation. This issue may appear merging separable traffic conditions in time (peak, valley, and night hours [6]) and space (long stretches as in [17] and [23]).

Due to the majority presence of free-flow data, we require a large and varied sampling to guarantee the representativeness of non-parametric models and avoid overfitting [24]. In order to increase this representativeness and the accuracy of the predictors, some works like [25] introduce seasonal parameters [26]. Despite its intrinsic benefits, this leads to higher computational requirements and a costly initial configuration of the model for every use case and subsequent updates.

In addition, TT as a predicted variable cannot be directly used to infer congestion given that it depends on the length of the stretch and the maximum speed allowed. This is the reason why some authors proposed methods to normalize its values as in [12] and [6].

Most of the presented works approach the TT forecast based on traffic data originated on the stretch under analysis. Nevertheless, road networks are connected and so there exists an evident influence of the traffic in one stretch on the others [7] that is exploited in studies like [6].
From the basis of this previous research, our approach includes the following premises:

- We chose LOS as the prediction objective. This way we provide a normalized variable, widely accepted by traffic engineers and managers.
- We selected a RUSBoost decision tree as our predictor given its suitability to deal with unbalanced data.
- The inputs to the RUSBoost predictor are TT values calculated by our own traffic information system, based on detections provided by Bluetooth vehicle identifiers. This system has been validated in a living lab deployed on SE-30 and A-49 highways (Seville, Spain), in real operation since 2015.
- We used a large dataset, which comprises 12 months of data, thus avoiding any seasonal effects.
- We used recall values calculated from confusion matrices for the performance evaluation of the obtained results, which provide specific metrics for each LOS category.

III. TT AND LOS CALCULATION BASED ON EMPIRICAL BLUETOOTH VEHICLE IDENTIFICATION DATA

A. TT Calculation

TT is a statistical variable that indicates the time required to traverse a specific stretch. It represents the overall behavior of vehicles that started (departure TT, DTT) or finished (arrival TT, ATT) the trip on the same time interval, moving at the speed allowed by traffic conditions.

These two variables are inherently different as they reflect two separate features of the same process [27]. Under free-flow conditions, ATT and DTT show just slight differences. However, these differences drastically escalate at the onset and end of congestions. This fact can be observed in Fig. 1, which depicts ATT and DTT on a link with a length of 2.3 kilometers.

In addition to the evident difference between these variables at the onset of congestion, data show that ATT usually lags behind DTT during a transition of traffic state. This means that the intrinsic nature of ATT reduces its capability of promptly reflecting changes in traffic. Consequently, the objective of TT prediction must aim at DTT as the variable to forecast. This way DTT will report to drivers and road managers the time they expect to invest to cover the stretch before starting it, thus allowing them to take informed decisions.

Nonetheless, assigning a DTT value to a specific time interval implies waiting for every vehicle that started the trip on it, to complete it. Thus DTT is inherently a delayed variable. On the contrary, ATT does not show this issue as its calculation only needs to look back in time and find the starting instants of every vehicle that reached the destination on the time interval under study. This means that ATT can be obtained in real time. However, ATT is not an informative variable for drivers and managers as it does not reflect the forthcoming but the past traffic conditions.

Consequently, a real-time TT predictor will generate DTT forecasts based on ATT values. The goal is to reproduce the real DTT that we will be able to measure once the individual TTs registered by every vehicle are available. This resulting DTT will act as the gold standard for the evaluation of the predicted results.

B. LOS Calculation

LOS is a discrete variable with 6 different categories ranging from A (free-flow) to F (heavy congestion) as defined in the Highway Capacity Manual (HCM) [28]. LOS is calculated imposing a set of thresholds to the relation between current and optimal traffic conditions. According to the HCM, there are different ways to obtain LOS depending on the input variables (flow, speed, TT, etc.) and the road type. In this work, we apply the thresholds specified for the through-vehicle travel speed in the HCM. This is an average speed that reflects the set of traffic conditions that influence the TT experienced along the stretch. The variable taken as the reference is the Base Free-flow Speed, which expresses the maximum speed during “low-volume conditions”. The ratio between these two variables provides a measurement of the performance of the stretch. The actual values are then discretized into a set of 6 ranges corresponding to the different LOS categories. In our case, we take the inverse of the thresholds defined in the HCM in order to convert them into TT-based percentages. This results on the values and descriptions indicated in Table I.

LOS normalizes the absolute values of TT, allowing a direct comparison of traffic conditions between different stretches, independent of their length and configuration.

C. TT and LOS Data From a Bluetooth AVI System in Real Operation

In order to construct and validate the proposed short-term LOS predictor, we used traffic data provided by an AVI system composed by Bluetooth vehicle identifiers. This system is deployed on SE-30 and A-49 highways in Seville (Spain). It consists of 4 unequally spaced Bluetooth detectors, installed on information panels (one per node). These nodes define 6 links; 3 in each direction. Fig. 2 shows the locations of each Bluetooth node and the links they form. In addition, Table II provides the details about the length of every link (in meters) and its corresponding Base Free-flow TT (in seconds).

For the current study we used data from the 12 months in year 2017. The dataset included more than 100 million Bluetooth detections. These detections were processed following
these data include the ATT values calculated for each minute and link. Thus, at a given moment in time \( t \), current or past, we aim at predicting the future LOS that vehicles will experience departing from the origin of the stretch in \( t + t' \), being \( t' \) the selected prediction horizon. The only inputs to the classifier will be ATT values corresponding to time \( t \), generated in one or more links in the network. As an illustrative example, let us assume that the current time is 09:00 and we have fixed a prediction horizon of \( t' = 10 \) minutes; then the classifier will take the ATT values calculated from the set of vehicles that reached the destination of each link from 08:59 to 09:00 and forecast the expected LOS of a vehicle that will start the stretch under study at 09:10. We will next proceed to state the mathematical framework for the addressed problem.

Let \( L \) be the total number of links in the network. Given a current or past time \( t \), a prediction horizon \( t' \), and a link \( k \) in the network \( (1 \leq k \leq L) \), the objective is to predict the LOS expected for vehicles starting link \( k \) at time \( t + t' \). In order to perform this LOS forecast, we can use ATTs corresponding to:

(i) the link under study \((k)\);
(ii) all the \( L \) links; or
(iii) a subset of \( l \) links. Thus the feature space of the problem is defined as the set \( X_t = \{ATT_j\}, j = 1, \ldots, l, 1 \leq l \leq L \). Accordingly, a point in this feature space is represented by a vector \( \tilde{x} \) such that \( \tilde{x} = (ATT_1, ATT_2, \ldots, ATT_L) \) in which each component \( ATT_i \) takes the value of the ATT corresponding to sample \( i \) and link \( j \). In our study, each sample corresponds to 1 minute in time during year 2017, thus the total number of samples per link is \( s = 525600 \) and \( i = 1, \ldots, 525600 \).

On the other hand, each sample \((\tilde{x}_i, y_i)\) includes the class \( y_i \) in the set \( Y = \{A, B, C, D, E, F\} \) associated with the specific LOS calculated for instant \( i \) on the link \( k \) under analysis. A number of \( m \) samples form the dataset \( S \), with \( m = 3153600 \) in our case. Let us remark that there is no direct relation between \( \tilde{x}_i \) and \( y_i \) in sample \((\tilde{x}_i, y_i)\) given that ATT and DTT (where we derive LOS from) are fundamentally different.

Using a portion of this dataset \( S \), we must train a predictor that generates a model \( H_t^k(\tilde{x}) \) for each link \( k = 1, \ldots, L \) and prediction horizon \( t' \). This model takes any new sample \( \tilde{x}_i \) with ATT data calculated in time \( t \) (current or past), and estimate the class \( y \in Y \) corresponding to link \( k \) and time \( t + t' \).

B. Random Undersampling Boost Classifier

Our approach to solve the described problem is based on a RUSBoost classifier [29]. RUSBoost is a hybrid sampling/boosting classification algorithm, especially appropriate for learning from unbalanced training data. Our training data is clearly dominated by free-flow situations (LOS A), with

Table I

<table>
<thead>
<tr>
<th>LOS Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage over Base Free-flow TT</td>
</tr>
<tr>
<td>Description</td>
</tr>
<tr>
<td>Free-flow operation</td>
</tr>
<tr>
<td>Reasonably unimpeded operation</td>
</tr>
<tr>
<td>Stable operation</td>
</tr>
<tr>
<td>Approaching unstable operation</td>
</tr>
<tr>
<td>Unstable operation and significant delay</td>
</tr>
<tr>
<td>Congestion</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Percentage over Base Free-flow TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>D</td>
</tr>
<tr>
<td>E</td>
</tr>
<tr>
<td>F</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Link</th>
<th>Origin</th>
<th>Destination</th>
<th>Length (m)</th>
<th>TT (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link 1</td>
<td>Node 1</td>
<td>Node 2</td>
<td>5 854</td>
<td>322</td>
</tr>
<tr>
<td>Link 2</td>
<td>Node 2</td>
<td>Node 1</td>
<td>5 887</td>
<td>325</td>
</tr>
<tr>
<td>Link 3</td>
<td>Node 2</td>
<td>Node 3</td>
<td>2 332</td>
<td>122</td>
</tr>
<tr>
<td>Link 4</td>
<td>Node 3</td>
<td>Node 2</td>
<td>2 369</td>
<td>116</td>
</tr>
<tr>
<td>Link 5</td>
<td>Node 3</td>
<td>Node 4</td>
<td>5 606</td>
<td>254</td>
</tr>
<tr>
<td>Link 6</td>
<td>Node 4</td>
<td>Node 3</td>
<td>5 229</td>
<td>237</td>
</tr>
</tbody>
</table>

The objective of this work is to develop a short-term predictor of LOS, fed with ATT data. As presented in Section III, the algorithm exposed in [3]. This algorithm first filters out every detection that does not correspond to a vehicle, using the dedicated inquiry access code on Bluetooth messages. This guarantees that all the data we use was generated by cars thus corresponding to the traffic conditions we want to predict. Next, the methodology integrates multiple detections in origin and destination. Finally, it removes outliers, which plays a pivotal role in TT estimation accuracy.

This process results in DTT and ATT estimations for every link in a 1-minute basis. Thus, we generated \( 1440 \times 365 = 525600 \) ATT and DTT values per link, summing up to \( 3153600 \) records in total for each variable. As said before, ATT acted as the input data of the LOS predictor; as the ground truth we calculated the actual LOS categories from the corresponding DTT values. Finally, let us remark that the 1-minute basis allowed us to perform short-term predictions with the appropriate horizons.

IV. Short-Term LOS Predictor

A. Problem Statement

The objective of this work is to develop a short-term predictor of LOS, fed with ATT data. As presented in Section III,
fewer heavy congestion examples (LOS F). Machine learning techniques fail to efficiently classify this kind of skewed data, but RUSBoost solves the problem by combining sampling and boosting.

The algorithm takes the number of members in the class with the fewest in the training data, \( N \), as the basic unit for sampling. Classes with more members are under-sampled by using only \( N \) observations of every class. In other words, if there are \( P \) classes, RUSBoost takes a subset of the data with \( N \) observations from each of the \( P \) classes. This process unavoidably loses information, thus reducing the performance of the subsequent classifier. However, if this process is iterated \( R \) times, the training will eventually include any information lost in precedent steps. This is the approach taken by RUSBoost.

RUSBoost runs an iterative process. It is initialized by calculating the weight \( D_1(i) = 1/m \) of each sample in the dataset \( S \). In each iteration \( r \), with \( r = 1, \ldots, R \), RUSBoost performs an undersampling of the overall set \( S \), creating subset \( S'_r \) with distribution \( D'_r \). The subset \( S'_r \) is used to train a weak learn classification algorithm. The result of this iteration is a suboptimal model \( h_r \). This model is applied to the complete sample set \( S \) generating outputs \( h_r(x_i) \) (for example, a numeric confidence rating). Considering the output for each sample and its weight \( D'_r(i) \), RUSBoost calculates the pseudo-loss \( \epsilon_r \) in iteration \( r \). Finally, \( \epsilon_r \) is used to obtain the weights of each sample in the next iteration \( D_{r+1}(i) \).

The final output of the RUSBoost classifier is a model \( H^*_k(\tilde{x}) \), specified for every link \( k \) and prediction horizon \( t' \).

### C. Parametrization and Training

We created three different short-term LOS predictors based on the RUSBoost algorithm. \( \text{Predictor}_1 \) took as inputs only ATT values corresponding to the link under study. Thus, \( l = 1 \) and samples were given by \((\tilde{x}_i, y_i)\), where \( \tilde{x}_i \) had just one component \( \text{ATT}_1^k \). On the other hand, \( \text{Predictor}_2 \) included as inputs the ATT values from every link in the network, i.e., \( \tilde{x}_i = (\text{ATT}_1^k, \text{ATT}_2^k, \text{ATT}_3^k, \text{ATT}_4^k, \text{ATT}_5^k, \text{ATT}_6^k) \). Finally, \( \text{Predictor}_3 \) segmented the input data depending on the type of day: Monday (Mon), Tuesday-Wednesday-Thursday (Tu/We/Th), Friday (Fri), and Saturday-Sunday-holiday (Sa/Su/ho) taking ATT values for all the links as input data. Each classifier was trained to generate LOS forecasts with 3 prediction horizons: \( t' = 5, 10, 15 \) minutes.

These predictors used a standard decision tree learner [30] as the weak learn classifier of the RUSBoost algorithm. This classifier was iterated \( R = 30 \) times in the RUSBoost algorithm. We fixed its learning rate to 0.3. In order reach a good performance whilst avoiding overfitting, we particularized the maximum number of splits of each classifier considering the number of feature variables and samples in the dataset. Thus, we selected 32 splits for \( \text{Predictor}_1 \), 256 for \( \text{Predictor}_2 \), 128 for segments Mon, Fri, and Sa/Su/ho in \( \text{Predictor}_3 \), and 196 for segment Tu/We/Th in \( \text{Predictor}_3 \).

We performed all the experiments using 5-fold cross validation. That is, the datasets were split into 5 partitions, 4 of which were used to train the models, while the remaining partition was used as test data. We carried out 5 independent runs of 5-fold cross validation to eliminate any biasing and overfitting that could occur as a result of the random partitioning process.

### D. Performance Metrics

The evolution of traffic prediction from TT to LOS turned the problem into classification. The analysis of the performance of a classifier is usually based on a confusion matrix and the set of metrics we can derive from it. A confusion matrix \( M \) is an \( N \times N \) square matrix, \( N = |Y| \) (\( N = 6 \) in the case of LOS) with true and predicted classes heading each row and column respectively. Each element \( m_{ij} \in M \) with \( i, j = 1, 2, \ldots, N \), represents the number of times the classifier predicted class \( j \) in a situation with true class \( i \). Consequently, the elements on its diagonal (\( m_{ii} \)) show correct predictions, while the off diagonal cells represent the misclassified predictions. Confusion matrices are often displayed as a table like the one in Fig. 3, resulting from this study.

From this complete view of the actual results obtained from the classifier we can extract a set of performance metrics. Accuracy is frequently used to characterize the overall performance of a classifier. It represents the general success rate, given by the ratio of correct predictions over the number of samples. Accuracy only makes sense as an evaluation metric if the class labels are uniformly distributed. In the presence of unbalanced classes, accuracy is heavily biased by the results obtained on the majority class, thus concealing potential low performances on the rest.

In order to avoid this issue, we must use metrics particularized for each LOS [31]. We can extract three primary measures from a confusion matrix: recall, precision, and specificity. Table III shows the mathematical definition of these metrics. Recall and precision measure the success in
correctly predicting class $c$, thus evaluating $m_{cc}$ against the number of true $c$ samples (recall) and samples predicted as $c$ (precision). In other words, recall focuses on rows whilst precision focuses on columns in the confusion matrix. On the other hand, the specificity of class $c$ reflects the capability of the classifier to correctly discard samples from other classes.

However, the mere selection of a metric specific to each individual class does not avoid the issue. In the presence of unbalanced classes, column-based performance metrics like precision fail to represent the actual quality of the classifier [32], which was empirically observed in [33]. Observe the column corresponding to the predicted LOS B in Fig. 3. Precision compares the number of correctly predicted LOS B samples (7,578) against the total of samples predicted as LOS B (15,014; the total sum of that column), resulting in $P_B = 50.5\%$. The summation in the denominator includes the number of true LOS A samples that were classified as LOS B ($6,073$). This number is almost negligible in its row relative to the number of true LOS A samples, but is quite significant in its column. Thus precision is clearly biased by the majority class A, artificially decreasing the resulting performance.

Specificity presents the same issue. However, it creates an opposite effect on performance. In this case, the evident imbalance of LOS A forces the ratio in the calculation of this metric to be very close to 1 despite the class we are analyzing. For example, the specificity of LOS B is $Sp_B = \frac{597,652}{5,148,888} = 98.6\%$. Thus specificity arbitrarily increases the resulting performance of the LOS predictor.

On the contrary, recall succeeds in avoiding the issue of the LOS imbalance. It computes the number of successfully predicted samples of a class over the total number of true samples of that same class. This way, the resulting performance is not sensitive to the uneven distribution of events and reflects the actual quality of the classifier. Consequently, in this work we use recall as the performance metric of the proposed LOS short-term predictor. In addition, we will also provide the average recall ($\overline{R}$) as a means of directly comparing the overall performance of each predictor.

### V. Empirical Results

We used the dataset of real values of ATT and LOS, captured by the Bluetooth vehicle identifiers deployed on the highway SE-30 in Seville, as inputs for the three LOS classifiers ($\text{Predictor}_1$, $\text{Predictor}_2$, and $\text{Predictor}_3$) described in Section IV. These predictors are presented in a sequence of increasing performances in order to show the impact of the volume and quality of the input data on the overall accuracy of the classifier. These performances are represented by the corresponding recall values specified for each predictor, link, and prediction horizon. As an introductory summary of the results, we present Table IV, which provides the average recalls we obtained for each link, LOS, and predictor, including the three prediction horizons ($t' = 5, 10, 15$ minutes). We will refer to these values during the comparative analysis we perform in the discussions of each particular predictor.

#### A. LOS Predictor With Input Data From the Same Link

We first present a LOS predictor based on ATT data generated only in the link under study, $\text{Predictor}_1$. Table V includes a summary of the obtained results.

**Predictor**$_1$ shows an average recall $R_1 = 56.8\%$. This low quality is due to the fact that the classifier only manages ATT information from the same link, which is visibly insufficient.
to provide accurate LOS forecasts. However, despite its simplicity, Predictor\textsubscript{1} shows a good performance in predicting congestion (LOS F), reaching recall values above 66\% in all cases. Regarding free-flow (LOS A), predictions exhibit high recall values (always above 90\%) as we anticipated, which is not representative of the overall quality of the classifier. Apart from free-flow and congestion, the predictor provides poor performance metrics for the intermediate LOS (B to E). This fact is perfectly sensible as these are transition categories showing an intrinsic instability that complicates the prediction task.

In addition, as expected, performance degrades with increasing prediction horizons. It is evident that the correlation between current values of ATT and future LOS decays with time, thus complicating the correct classification.

The performance of Predictor\textsubscript{1} was improved making use of the information about ATT in all links as we next present.

### B. LOS Predictor With Input Data From All the Links

We built Predictor\textsubscript{2} introducing ATT values for all the 6 links in the network as its input data. Table VI shows the recall values we obtained from this predictor.

We can observe an evident improvement in these results that increased the average recall to $R^2 = 73.0\%$. Predictor\textsubscript{2} reaches a minimum recall of 81.1\% in the classification of congestion (LOS F), even with prediction horizons of 15 minutes. In addition, it significantly improves the prediction of intermediate LOS, achieving average recalls of 80.0\% and 65.3\% for LOS E and LOS D respectively, and making LOS B and LOS C now exceed 50\%.

The reason for this improvement is twofold. First, we have introduced ATT information from links on the same direction as the stretch under study. Traffic on these stretches has a physical incidence on the others: Upstream congestions alleviate the traffic conditions on subsequent stretches as they reduce the incoming traffic flow; downstream congestions extend to previous stretches, increasing their ATT. Consequently, the predictor can extract valuable information from these ATT data. Second, ATT values on links on the opposite direction may not have a direct physical impact on the traffic as the stretch under study. Traffic on these stretches has a physical incidence on the others: Upstream congestions alleviate the traffic conditions on subsequent stretches as they reduce the incoming traffic flow; downstream congestions extend to previous stretches, increasing their ATT. Consequently, the predictor can extract valuable information from these ATT data. Second, ATT values on links on the opposite direction may not have a direct physical impact on the traffic. Accordingly, let us assume that both northbound and southbound links are congested during the morning peak hour, whilst only the latter is congested during the afternoon peak hour and this congestion lasts longer. In this case, the predictor can use the ATT information from the northbound to discriminate whether the congestion of the southbound is morning-like or afternoon-like, thus increasing the performance of the classifier.
C. LOS Predictor Discriminating by Type of Day

Traffic often presents different behaviors depending on the specific day in the week. Practitioners know that drivers do not follow the same patterns on a Monday than on a Sunday. We applied this rule to segment the dataset and improve the performance of the classifier, Predictor3. Accordingly, data samples were separated in 4 categories: Monday (Mon); Tuesday-Wednesday-Thursday (Tu/We/Th); Friday (Fri); and Saturday-Sunday-holiday (Sa/Su/ho). We trained and validated the predictors within these 4 groups. Table VII shows the obtained results; the information of each Link is preceded by the performance of Predictor2 (noted by “All”) in order to
allow a direct comparison. Let us indicate that some of the cases had no samples within year 2017; for instance there were no congestions (LOS E and LOS F) in Link 4 on a Saturday, Sunday or holiday; we note the corresponding cells as “-“.

**Predictor** improves the previous results, achieving an average recall $R_3 = 82.8\%$. The average recall in the prediction of congestion (LOS F) reaches 92.5\% and those corresponding to both LOS D and LOS E exceed 80\%, whilst the performance in the prediction of LOS B and LOS rises above 68\%.

**VI. Discussion and Conclusions**

The work we have presented aims at opening new research lines in the field of short-term traffic prediction. The fundamental change is to evolve from TT to LOS in order to provide practitioners with a meaningful and standard metric to represent traffic conditions despite the length and configuration of stretches. Focusing on LOS moves the problem statement from regression to classification, thus spreading the range of solutions and tools we have in hand to solve it. Our analysis has generated a set of observations and questions to be addressed in future works. First, results for the intermediate LOS (B to E) reveal their intrinsic instability, which we could further exploit to detect transitions between traffic states and eventually find the onset and end of congestions. We are currently working on this approach with some initial but promising results that analyze the uncertainty of our predictor and use it as a metric to identify instability points on traffic behavior. In addition, this uncertainty provides a means to improve the weighing algorithms we run during the boosting process and generate detailed metrics about the overall performance.

On the other hand, we have quantitatively demonstrated that traffic shows distinct behaviors on different days in the week and exploited this information. The increase in the performance of **Predictor** also highlights the importance of correctly selecting the datasets to train these classifiers. Doing so, we can alleviate the basic tasks of the predictor and allow it to invest its computing potential in building the correlations that we cannot detect by mere inspection.

This observation also leads to question the input data to employ. We have shown that taking the ATT of each link as an input variable enhances the predictor’s performance. We measured the impact of these input variables analyzing their **predictor importance**. Table VIII shows the results we obtained for **Predictor** applied to Link 4 with a prediction horizon $t' = 5$ minutes. We can observe that the main predictor is the ATT recorded on the same link under analysis (Link 4), followed by the values of ATT in the two links on its direction (Link 2 and Link 6), and finally the remaining 3 links on the opposite direction (Link 1, Link 3, and Link 5). This observation suggests extending the input set to additional traffic variables like flow or occupancy, or even road features like the presence of reversible lanes [34]. Nevertheless, we must first somehow state their potential to increase the resulting performance. Consequently, we have started specific work on the analysis of the predictive capabilities of variables, in order to select those that will contribute to a significant improvement on the classifier.

The presented BTMS-based short-term LOS classifier is capable of predicting congestions with an average recall of 92.5\%. This predictor shows an overall performance of 82.8\% with prediction horizons of up to 15. The classifier was trained and validated using 12 months of real traffic data provided by a BTMS deployed on the SE-30 highway in Seville (Spain). This validation included 5 independent runs of a 5-fold cross validation. We are currently applying this predictor to an urban network in the city of Madrid (Spain) in order to optimize traffic lights. Moreover, we are integrating this technology in a congestion pricing tool for toll roads.

In view of the foregoing, BTMS-based LOS prediction appears as a promising approach to traffic forecasting, opening interesting opportunities for researchers and practitioners.
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**TABLE VIII**

<table>
<thead>
<tr>
<th>Predictor</th>
<th>ATT Link 1</th>
<th>ATT Link 2</th>
<th>ATT Link 3</th>
<th>ATT Link 4</th>
<th>ATT Link 5</th>
<th>ATT Link 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Importance</td>
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</tbody>
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