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Abstract Particle swarm optimization is a heuristic and 
stochastic technique inspiredby the flock of birds when look-
ing for food. It is currently being used to solve continuous 
and discrete optimization problems. This paper proposes a 
hybrid, genetic inspired algorithm that uses random muta-
tion/crossover operations and adds penalty functions to solve 
a particular case: the multidimensional knapsack problem. 
The algorithm implementation uses particle swarm for binary 
variables with a genetic operator. The particles update is 
performed in the following way: flrst using the iterative pro-
cess (standard algorithm) described in the PSO algorithm 
and then using the best particle position (local) and the best 
global position to perform a random crossover/mutation with 
the original particle. The mutation and crossover operations 
speciflcally apply to personal and global best individuáis. The 
obtained results are promising compared to those obtained 
by using the probability binary particle swarm optimization 
algorithm. 
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1 Introduction 

Combinatory optimization research deals with problems that 
have a flnite number of outcomes (Korte and Vygen 2007). 
As part of the optimization process, the paper focuses on the 
solution that maximizes or minimizes speciflc fltness func­
tions according to the following: 

min/max f(x), x e S (1) 

where S is a flnite set of possible solutions. 
The cost function (fltness function) / is an application 

from S into Oí 

/ : S -* Oí (2) 

When the problem is minimization (or maximization), the 
solution consists of flnding a valué s* that fulfllls: 

f(s*) = min f(st) or f(s*) = max/ fe ) (3) 
s¡eS s¡eS 

where s* is a global minimum. 
In computational theory, a decisión problem is a question 

in some formal system with a yes-or-no answer, depending 
on the valúes of some input parameters. Decisión problems 
are typically deflned in mathematical theory and computa­
tional complexity as decidable or non-decidable problems, 
that is to say, It is possible to flnd a method that determines 
the existence of set containing an instance of the problem; 



some of the most important problems in mathematics are 
undecidable yet. 

The easiest solution for this kind of decisión problems is to 
choose between two alternatives: either 0 or 1. In this case, 
binary variables are used x e {0, 1} to design the process 
resolution. However, some issues emerge when using a high 
numbers of binary variables as this kind of decisión prob­
lems are more difflcult to deal with. In the simplest versión 
of a linear decisión model, the evaluation of decisión pro­
cess is basically to flnd a linear combination of the decisions 
assigned valúes (Kellerer et al. 2004). 

For example, this occurs in the Boolean Satisflability prob­
lem (Zhang and Malik 2002), commonly referred as SAT. 
The solution to SAT is to flnd an interpretation that satisfles a 
given Boolean formula. More in deep, the problem requires 
to determine whether the variables of a given boolean for­
mula can be consistently replaced by the valúes true or false. 
By doing so, the formula evaluates to true. If this is the case, 
the formula is called satisflable. On the other hand, if no 
such valúes assignment is found, the function expressed by 
the formula is false and unsatisflable. 

The 0-1 Knapsack problem (KP) is another example that 
falls into this category (Martello and Toth 1985). This con-
sists of placing a flnite number of objects in a knapsack, in 
which each object has an associated valué and volume; the 
solution not only should not exceed the capacity of the con­
tainer but must also obtain the highest possible beneflt. 

This paper propose a hybrid algorithm, based on the meta-
heuristic particle swarm optimization (Kennedy and Eberhart 
1995), that addresses problems in discrete models, such as 
the multidimensional and the multi restricted Knapsack prob­
lem. To show the robustness of the proposed algorithm in 
handling other problem types, in the further research, the 
algorithm must be tested and evaluated over other binary test 
problems. Moreover, statistical tests such as Friedman test 
must be employed to conflrm the performance of the pro­
posed methods statistically. Finally, testing against existing 
non-PSO state-of-the-art methods is helpful in establishing 
the algorithms for general purposes. 

2 Knapsack problem 

Knapsack problem (KP) is a combinatorial optimization 
problem. Given a set of items with weight and valué, the prob­
lem consists of flnding the number of items to be included 
in a knapsack so the total weight is less fhan or equal to 
a given threshold (knapsack capacity) and the total valué 
(worth) is as large as possible. This is a common problem 
that a traveler faces when traveling with a flxed-size knapsack 
that must host the most valuable items. This kind of known 
problems often appear in flelds such as combinatorics, com-

puter science, complexity theory, cryptography and applied 
mathematics (Martello and Toth 1990). 

The way to model it is as follows: 
Every decisión, i, is equal to 0 or 1 and the beneflt valué 

Pi > 0. WÍ represents the weight of the object. A set of 
decisions is feasible if the sum of all of them is not greater 
fhan the capacity C. This restriction can be checked in Eq. (4). 

n 

J2wixi < c (4) 
1 = 1 

The binary Knapsack problem solution consists of flnding 
the XÍ valúes obtain the maximal beneflt; see Eq. (5) (Kellerer 
et al. 2004). 

n 

max^piXi (5) 
¿=i 

where YTi=\ WÍXÍ ^ C w m i xi e (0> 1}, i = 1 , . . . , n. 
There are many other problems that are modeled in a sim­

ilar way to the binary knapsack problem such as the flnancial 
portfolio optimization, dynamic job programming, employ-
ees hiring, logistic operations. 

There are also different variations of KP such as the mul­
tidimensional knapsack problem (MKP), which has several 
restrictions and is more complicated to solve. This problem 
is currently classifled as NP-hard, see Labed et al. (2011), 
Wan and Nolle (2009) and it is formulated as follows: 

n 

max^piXi (6) 
¿=i 

where YA=IWÍJXÍ ^ Cj>j = l,---,m with x¿ e 
¡0,1},/ = l , . . . , n and C;- > 0, w¡;- > 0, pt > 0, 
wij < cj ^ E"=i u)ij,Vi,j-

Both kinds of problems have been approached by using 
linear programming and stochastic algorithms. According to 
Wan and Nolle (2009), stochastic algorithms have used less 
computational resources than linear programming obtain-
ing similar results. Furthermore, particle swarm optimization 
technique has been deployed in several optimization prob­
lems such as combinatory optimization, travel salesman 
problem (TSP) and flow shop problems, see Parsopoulos and 
Vrahatis (2002b). 

2.1 Multidimensional KP and PSO 

The 0-1 multidimensional knapsack problem (MKP) is cat-
egorized as a difflcult NP-hard combinatorial optimization 
problem. Some population search algorithms try to solve 
these problems. Speciflcally, the particle swarm optimiza-


